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Abstract

Interactions within virtual environments often require manipulating 3D virtual objects. To this end, researchers have endeav-
oured to find efficient solutions using either traditional input devices or focusing on different input modalities, such as touch and
mid-air gestures. Different virtual environments and diverse input modalities present specific issues to control object position,
orientation and scaling: traditional mouse input, for example, presents non-trivial challenges because of the need to map be-
tween 2D input and 3D actions. While interactive surfaces enable more natural approaches, they still require smart mappings.
Mid-air gestures can be exploited to offer natural manipulations mimicking interactions with physical objects. However, these
approaches often lack precision and control. All these issues and many others have been addressed in a large body of work.
In this article, we survey the state-of-the-art in 3D object manipulation, ranging from traditional desktop approaches to touch
and mid-air interfaces, to interact in diverse virtual environments. We propose a new taxonomy to better classify manipulation
properties. Using our taxonomy, we discuss the techniques presented in the surveyed literature, highlighting trends, guidelines
and open challenges, that can be useful both to future research and to developers of 3D user interfaces.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]: User Interfaces—
Interaction styles

1. Introduction

Since the early days of virtual environments (VEs), the search
for effective methods for translating, rotating and resizing vir-
tual objects has been a major research target. Considering three-
dimensional VEs, these types of manipulations are not trivial,
mainly due to the required mapping between traditional input de-
vices (2D) and the virtual environment (3D). Most of the com-
mon solutions resort to techniques that somehow relate the actions
performed in the two-dimensional space of the input device (e.g.
mouse cursor or touch) to three-dimensional transformations.

Aiming to offer more natural interfaces, touch-enabled surfaces
introduced the possibility of directly interacting with virtual con-
tent. Although having a 2D input similar to mouse-based interfaces,
users are able to touch the virtual objects that they want to manip-
ulate. Additionally, by allowing simultaneous touches, interfaces
can have a higher input bandwidth, leading to new manipulation
techniques.

To overcome the limitations of both the input and the output de-
vices, mainstream solutions for creating and editing 3D virtual con-
tent, namely, computer-aided design (CAD) tools, resort to differ-
ent orthogonal views of the environment. This allows a more direct

two-dimensional interaction with limited degrees of freedom. Solu-
tions that offer a single perspective view generally either apply the
transformation in a plane parallel to the view plane or resort to wid-
gets that constrain interactions and ease the 2D-3D mapping. Re-
search has shown that the first approach can occasionally result in
unexpected transformations when users are allowed to freely nav-
igate through the VE and that constrained interactions allow for
more accurate manipulations.

Recent technological advances have led to an increased interest
in immersive virtual reality settings. Affordable hardware for im-
mersive visualization of VEs, such as the Oculus Rift, HTC Vive,
Samsung Gear VR and Google Cardboard head-mounted displays
(HMDs), ease the perception of three-dimensional content. Such
hardware hinders the use of traditional input devices for interac-
tion, but existing user tracking solutions make it possible to know
where users’ heads, limbs and hands are in space. Over the past
years, novel non-intrusive and affordable spatial tracking solutions
have been proposed. Such solutions allow for more direct and nat-
ural interactions, mimicking the interactions with physical objects.

Although mid-air interactions show promising results, the accu-
racy of human spatial interactions is limited. In fact, the limited
dexterity of mid-air hand gestures, which is aggravated by the lack
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of precision from tracking systems and the low definition of cur-
rent HMDs, reduces the precision of manipulations. Although an
accurate object location is not required in some applications (e.g.
visualization), precision is of extreme importance when creating or
assembling engineering models or architectural mock-ups, for in-
stance.

To approach the large diversity of manipulation approaches and
technologies recently proposed for VEs, we present in this paper a
survey of the related literature, reporting the principal aspects of the
methods and classifying them according to selected criteria, to pro-
vide researchers with a useful tool to better understand the pros and
cons and the potential of the different approaches. Although pre-
vious publications do cover 3D interactions, we present an up-to-
date report of manipulation techniques. Bowman et al. [BKLJP04]
compiled a comprehensive set of 3D interaction techniques and de-
vices until the early 2000s. The revised version [LJKM∗17], as
well as [LaV17], discuss development issues and techniques pro-
posed since the first edition, but because many topics are covered,
the treatment of the subject matter is not as deep as our survey.
Other recent surveys regarding interactions with VEs are also very
broad [JH15], covering subjects such as navigation, selection, ma-
nipulation and evaluation techniques, or do not focus on the trans-
formation part of object manipulation [AA13]. We will focus on
this latter subject, presenting a thorough coverage of the literature.

The remainder of this paper is organized as follows: Section 2
presents a set of key concepts for object manipulation in virtual
environments, introducing a new taxonomy for 3D object manipu-
lation that is useful for organizing and discussing the reviewed lit-
erature. Starting in Section 3, we present the most relevant research
works regarding 3D virtual object manipulation. We will first ad-
dress traditional desktop interactions with screen-constrained vi-
sualization and mouse-based 2D input. Then, we cover touch-
based manipulation with both screen-constrained visualization set-
tings and stereoscopic tabletops in Section 4. Finally, in Section 5,
we report on manipulations based on mid-air input. Section 6
presents a discussion, where we identify trends, guidelines and
open issues. Throughout the paper, we mention and cite many ma-
nipulation techniques, some of which also feature demonstration
videos to illustrate their functionality. To supplement this survey,
we provide an updated collection of these videos available online
at http://web.ist.utl.pt/ist153804/survey3dom,
that we believe will help readers better understand the proposed
interaction mechanisms in detail.

2. Key Concepts for Object Manipulations in Virtual
Environments

VEs have been around for some time, and they are used
for a myriad of purposes. Ranging from bioengineering
and geology [VDLS02], oil and gas [GMM∗14], automo-
tive engineering [MF11b], manufacturing [MSH04], architec-
tural mockup [ACJH13] and CAD [HZS∗13] to creative paint-
ing [KFM∗01], animation movies [MYC15] and entertainment
with building blocks [MLF11], VEs are something that we now
take for granted.

2.1. Overview of Virtual Environments’ Inputs and Outputs

User immersion in VEs can be enhanced by combining stereo-
scopic visualization and head tracking. By knowing the user’s head
position, it is possible to generate a visualization frustum to each
eye to create the illusion of virtual objects being part of the physi-
cal world. This illusion is even stronger when users are allowed to
freely move their heads and see different sides of a virtual object in
their own perspective, without the need to manipulate cameras or
widgets.

Although HMDs and CAVEs (cave automatic virtual environ-
ments), which allow a fully immersive viewing experience, have
existed for a while, interest in these technologies has increased con-
siderably over the past few years. One of the main issues with older
HMDs was the nausea that they caused, commonly referred to as
virtual reality sickness or cybersickness.

However, the new generation of low-cost HMD devices that have
recently appeared have demonstrated that this issue can be effec-
tively solved by using low-latency inertial devices and smart ren-
dering solutions such as the time-warping technique [DBB15].

Other recent technological advances have also made it easier
to develop immersive visualization scenarios. Not long ago, user
tracking required expensive and invasive systems. Currently, user
tracking is possible using affordable and non-intrusive methods
based on depth cameras, IR cameras and markers on headsets and
low-latency inertial sensors. These tracking solutions can be used
not only to find the user point of view to render the virtual scene
but also to track user limbs and hands, unveiling new interaction
possibilities. Additionally, this combination of stereoscopic dis-
plays and user tracking allows users to naturally manipulate three-
dimensional entities as if they were co-located with their hands and
body, extending traditional two-dimensional interactions in very
natural ways.

A VE that can be explored through immersive displays is often
called an immersive virtual environment (IVE) or a virtual real-
ity (VR). Although a fully immersive environment should explore
other human senses in addition to vision, as studied by Azevedo et
al. [AJC14], the IVE classification is often used when using only
an immersive display. According to Bowman et al. [BKLJP01],
these types of displays can be divided into two categories: fully
immersive displays, such as HMDs, which completely occlude the
real world, and semi-immersive displays, such as stereo tabletops,
which allow users to see both the physical and virtual worlds. The
benefits of higher levels of immersion in virtual reality setups have
already been presented [BM∗07].

To describe the most relevant aspects of the VEs presented in
the surveyed literature, we classify their properties following the
organization proposed by Grossman and Wigdor in their analysis
of tabletop interactions [GW07], adapted to generic environments.

Starting with the display properties, we distinguish conventional
2D displays from those providing stereoscopic depth cues regard-
ing the space where imagery appears to be. We also differentiate
this space from the actual space where the rendered images are pre-
sented. This is constrained to 2D for most of the current interaction
setups because truly volumetric displays that illuminate voxels in
mid-air are not common. When 3D perceived space is generated
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Figure 1: Overview of virtual environments’ input and output prop-
erties.

on 2D screens with stereo and motion parallax cues, issues such as
hand occlusions may arise. To overcome this issue, there are heads-
up surfaces, such as HMDs or see-through screens placed between
the user’s eyes and hands.

Another important characteristic of the rendering setup is the
viewpoint correlation, which concerns the relation between the
user’s point of view and the viewpoint of the virtual scene. In sys-
tems where the user moves around the display and the viewpoint
remains constant, there is no relation. For systems that change the
viewpoint of the rendering according to the user’s head position,
we say that there is a high or total correlation. High refers to se-
tups composed of a screen, either vertical or horizontal, that when
the user moves his head behind the screen, he will see the back of
the screen rather than the VE from a different perspective. When
using a HMD to create a virtual reality experience, total correla-
tion between the user’s viewpoint and the displayed imagery can
be achieved.

Since there are several aspects that generally go hand-in-hand,
according to different setups, we summarize some properties of
virtual environments’ inputs and outputs in Figure 1. Focusing on
display type, VE visualization can be screen constrained, made
through a stereoscopic window or be perceived as a reality replace-
ment. Screen-constrained visualizations, such as those of tradi-
tional desktop displays, are based on rendering on 2D screens with
no stereo depth cues and have no viewpoint correlation. Stereo-
scopic window, although also constrained to a 2D screen, offers a
view of the VE with stereoscopic depth cues and high viewpoint
correlation. With this visualization, virtual objects can appear to
be within the screen (positive parallax), generally referred to using
a fish tank metaphor; at the screen plane (zero parallax); or be-
tween the user and the screen (negative parallax). Using heads-up
surfaces, fully immersive displays have total viewpoint correlation
and employ stereo depth cues, replacing users’ reality with the vir-
tual one.

In these VEs, user interaction is often leveraged by tracking
handheld devices or human body parts in 2D (e.g. mouse, touch-
screens) or in 3D (through inertial or vision-based trackers). The
tracking system may also allow the co-registration of the visual-
ized and input spaces, allowing direct interactions with the virtual
content. Despite acknowledging that there are several multi-modal

interaction techniques that resort, for instance, to speech and/or
gaze in addition to the aforementioned gestural input (e.g. [Bol80,
SBAG16]), we will shorten the spectrum of this survey by focusing
mostly on hand-based techniques. These techniques can be either
hands-free through multi-touch and mid-air input or through hand-
held devices, such as mouse or spatially tracked controllers.

2.2. Manipulation: Transformations and Degrees of Freedom

We are interested in a particular type of interaction in VEs: the ma-
nipulation of existing virtual objects in the scene. Manipulation is
the task of changing the characteristics of a selected object [BH99].
For instance, it can be considered as an application of spatial trans-
formations; change of visual properties, such as colour or texture;
or even free-form deformation. However, manipulations most com-
monly refer to spatial transformations [BH99, BKLJP04].

Several different types of spatial transformations exist: transla-
tion, rotation, scaling, shearing, and reflection, among others. Al-
though there are research works that cover all these transforma-
tions in VEs, the most common transformations are translation
and rotation, which are required for positioning tasks. These trans-
formations are also the ones that have the greatest resemblance
to everyday physical interactions. Nonetheless, since the seminal
works [NOJ87, ZFS97], scaling has been grouped with these two
basic operations. This trio of transformations, identified as the ba-
sic manipulation tasks [BKLJP04] along with selection, has been
kept together in a plethora of other research works; several are de-
scribed in this document, whereas the remaining transformations
are not considered. Moreover, these three transformations gener-
ally appear together in commercial 3D software, such as Blender
and Unity3D.

Positioning manipulations can be performed in diverse ways, ei-
ther on a single object in isolation disregarding its surroundings,
or by aligning and snapping to other objects in the scene [Bie90,
SSB08], or even by grabbing multiple objects and aligning them,
either packing or evenly distributing, or simultaneously moving
them [SGH∗12]. Ultimately, however, "any 3D manipulation can
be constructed by translations and rotations around the object ori-
gin" [SSB08]. Therefore, we will focus on the basic canonical ma-
nipulation tasks, namely translation, rotation and scale [BKLJP04],
of single virtual objects.

Each of these transformations can be applied to three different
axes (x, y, z). A single transformation on one of these axes is com-
monly referred to as a degree of freedom (DOF). Thus, for a sys-
tem that allows all transformations in all these axes, it is said that
it allows transformations in 9 DOFs. For systems that only offer
translation and rotation in 3D, they are said to support 6 DOFs, and
for those that add to this uniform scaling, it is said that they support
7 DOFs. DOF is also used to specify devices’ tracking capabilities.
For example, a mouse can track position changes in a plane (2D);
thus, it is a 2-DOF device. A spatial wand, whose position in space
(3D), pitch, roll and yaw are tracked, is a 6-DOF device.

A manipulation requires a preceding selection and a release af-
terwards [BH99]. Depending on the characteristics of the virtual
environment and its objects, different selection strategies can be
followed [AA13]. For example, specific selection tools can ease
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Figure 2: Taxonomy for classifying different approaches for object spatial transformations in virtual environments.

selection in clustered environments but will possibly require some
disambiguation mechanism, and using different control-display ra-
tios can either help performing out-of-reach selections or increase
precision for small objects. Several release strategies also ex-
ist [BH99] and play a relevant role because they can lead to un-
wanted outcomes if poorly chosen. For instance, virtual objects
may still be moved before the system detects a user’s open hand
or lifted fingers. Although these actions can affect performance in
manipulation tasks, we will not cover selection and release strate-
gies to restrict the length and scope of this document.

2.3. Mappings and Remappings of Transformations

Transformations are enabled by mapping a user’s input onto ac-
tions performed on the manipulated object. This can be performed
either through physics simulation or pre-programming specific in-
teraction behaviour using, for example, gesture recognition. For the
first, user input can be mapped to contact forces due to friction
and collisions from virtual proxies within the physics simulation,
enabling emergent hand-based gestures [WIH∗08,HKI∗12]. These
can include, for instance, sweeping, scooping, lifting, and throwing
virtual objects [HKI∗12]. However, "some aspects of traditional
interactions do not naturally lend themselves to a physics imple-
mentation" [WIH∗08]. For example, dynamically scaling an object
cannot be implemented through a rigid-body simulation. Conse-
quently, we will focus on pre-programmed interactions, where in-
put DOFs are explicitly mapped onto manipulated object transfor-
mation DOFs. Input DOFs can be those derived by tracking posi-
tion and orientation in 3D, but they can also be measurements of
user actions obtained through other input channels (buttons, track-
balls, and isotonic and elastic sensors [Fro05]).

To classify the different mappings used in virtual object manip-
ulation in VEs, we developed a taxonomy, presented in Figure 2,
based on that proposed by Bowman and Hodges [BH99]. Whereas
Bowman and Hodges covered all steps involved in a manipula-
tion task (selection, transformation and release), we focus solely
on transformations and go further in this component. Additionally,
transformations can be applied simultaneously, having no separa-
bility, as it occurs with physical manipulations (translation and rota-
tion) and common multi-touch interactions where users can move,
rotate and scale objects with a single gesture. Transformations can
also be applied separately, as is common in 3D modelling/editing
software, requiring users to apply a single transformation at a time.
However, some manipulation techniques group different transfor-
mations or only some DOFs from a transformation type, while sep-

arating the others. For these, we refer to them as having partial
transformation separability. We only consider a technique to have
total transformation separability when it enables users to perform
every supported transformation in isolation from the others, e.g. it
is possible to move an object to a new position along all axes with-
out performing a single modification to its orientation or scale.

To map users’ input onto transformations, several approaches
can be followed. An exact manipulation maps the spatial transform
of a device or a hand tracked directly onto the virtual object trans-
form. In other words, it offers a 1:1 control, even if the tracked input
and the virtual object have a fixed offset. If the tracked hand/device
is co-located with the virtual one, then the effect is a simulation
of a real-world manipulation. The selected translational or orien-
tation DOF of the tracked input can also be mapped directly onto
the virtual world’s ones or with a linear or nonlinear scaled trans-
form to increase accuracy or obtain increased ranges of transform
parameters through N:1 or 1:N controls, respectively.

To overcome the limitations due to physical constraints, to al-
low 3D manipulation with 2D tracking, or to limit manipulated
DOFs when having higher input DOFs, many techniques rely on
indirect mappings. These mappings map tracked DOFs onto dif-
ferent manipulation DOFs (e.g. a slider controlling rotation, vir-
tual widgets applying restrictions or specific gestures outside the
object to trigger additional transformations) or use different input
channels to control object transform DOFs (e.g. mouse, keyboards,
joysticks, microphones, and so forth). This remapping procedure
might involve "learning a sensorimotor mapping that produces dif-
ferent results in a virtual world than one would expect from the
real world" [LaV17], and it is probably the most critical design
issue in the development of a manipulation technique because it
is difficult to find an optimal solution for different contexts. Map-
ping should allow the user to exploit existing or easy to learn motor
programs [LaV17], making the interaction effective, easy to learn
and easy to use. This result is often searched through the use of
metaphors.

However, there are techniques that apply different mappings to
different DOFs of the same transformation, e.g. exact 1:1 control to
a subset of the DOFs and remapping through widgets for the others.
We define these transformation mappings as hybrid.

Direct manipulation with an exact mapping is not always the best
solution, particularly when pursuing maximum accuracy or when
we want to allow large translation, rotation and scaling. It is gener-
ally desired in immersive VEs, but it is perfectly acceptable, even
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in such environments, to remap different tracked motions or actions
on buttons or joysticks onto object transforms. This is a typical so-
lution in modern VR games, for example. We will discuss design
choices in Section 6.

For scaling, since an exact mapping does not exist because this
transformation is not physically possible, the most common is a
distance mapping. This mapping resorts to the variation in the dis-
tance between two input points, using the metaphor of "stretch-
ing a piece of rubber" [ZFS97]. This mapping was suggested long
ago [NOJ87] and made popular to the common public with the
advent of touch-enabled mobile devices. However, different ap-
proaches for performing scaling transformation exist, which remap
the input differently.

In the following sections, we introduce the vast amount of ma-
nipulation methods proposed in the literature that exploit 2D track-
ing, multi-DOF devices and 3D tracking techniques. In the begin-
ning of each section, we summarize the reviewed techniques in a ta-
ble, classifying them according to the taxonomy presented in Fig 2.
In addition to the taxonomy concepts, we also characterize each
technique regarding environment properties presented in Section 2.
For techniques that were further developed, leading to a new and
improved technique, we only consider their latest stage (e.g. touch-
based Z-Technique [MCG10a] and DS3 [MCG10b], and mid-air 3-
Point++ [ND13] and 7-Handle [NDP14]). We use abbreviations for
display properties (SC: screen constrained, SW: stereo window, and
RR: reality replacement). We also identify whether a technique sep-
arates transformations and, for each transformation type, its map-
ping, the number of required contact points (CP), total transforma-
tion DOFs supported (TD) and the minimum explicitly simultane-
ously controlled DOFs (MD). Additionally, regarding transforma-
tion separation, we indicate which transformations are grouped or
set apart, e.g. {T,R,S} means that translation, rotation and scaling
operations are applied simultaneously, whereas {T},{R},{S} indi-
cates that it is possible to fully control all supported DOFs of each
transformation separately from the other transformation. Although
we do not go into further detail on which DOFs of each transforma-
tion are controlled together, we occasionally separate DOFs from a
transformation to clarify how the separation is performed. For in-
stance, {Txy},{T,Rz} means that translations on both x and y axes
are applied simultaneously, but to also translate in the z axis, users
must enable rotations around the same axis.

3. 3D Interactions based on Mouse and Keyboard

Many computer applications, such as architectural modelling, vir-
tual model exploration, engineering component design and assem-
bly, require virtual three-dimensional object manipulations, among
others. To work with VEs for this purpose, several interaction tech-
niques for traditional desktop setups have been explored, resorting
to mouse and keyboard devices. Table 1 summarizes the techniques
we will present in this section.

To overcome the mapping of 2D mouse input to 3D, Nielsen and
Olsen [NOJ87] created the triad cursor. Mapping is performed by
comparing its screen-space movements with the projected image of

its three perpendicular axes. By also taking advantage of the pro-
jections of the object’s features, it allows separate translation, rota-
tion and scaling transformations according to the object’s edge or a
plane defined by a face of the object. Zeleznik et al. [ZFS97] used
two cursors, one controlled by each hand, to simultaneously per-
form the three different transformations restricted to a pre-specified
plane in 3D.

Alternatively, Stephanie Houde developed an approach based on
a handle box [Hou92]. This approach consisted of a bounding box
surrounding the object, and it had a lifting handle attached to it
to move the object up and down and four rotation handles to ro-
tate the object about its central axis, as illustrated in Figure 3. No
handle was provided for sliding in the object’s resting plane, on
the assumption that the most direct way to slide an object would
be to click and drag on the object inside the box itself. Conner et
al. [CSH∗92] also resorted to virtual handles to develop 3D widgets
for performing transformations on virtual objects. They allow full
9-DOF control (translation, rotation and scaling) and even other
deformations, such as twisting. The handles have a small sphere
at their ends, and they are used to constrain geometric transfor-
mations to a single plane or axis (Figure 4). Dragging one of the
spheres can translate, rotate or scale the object depending on which
mouse button is pressed. For rotations, the direction of the user’s
initial gesture determines which of the two axes perpendicular to
the handle is used as the rotation’s axis.

Focusing only on rotations, Ken Shoemake proposed Ar-
cball [Sho92], an input technique that uses a mouse to adjust the
spatial orientation of an object. To change the object’s orientation,
the user draws an arc on a screen projection of a sphere. For axis-
constrained rotations, Arcball includes the view coordinate axes,
the selected object’s model space coordinate axes, world space co-
ordinate axes, normals and edges of surfaces, and joint axes of ar-
ticulated models (such as robot arms). Mouse, menu, or keyboard
combinations can be used to select among axis sets. As an exam-
ple, for body coordinate axes, three mutually perpendicular arcs

(a) Horizontal translation.
(b) Vertical translation.

(c) Rotation.

Figure 3: Manipulation using the handle box approach [Hou92].
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(a) Translation.
(b) Rotation.

(c) Scaling.

Figure 4: Virtual handles for object manipulation [CSH∗92].

would be drawn, which are tilted with the object. When the mouse
is clicked down to initiate a rotation, the constraint axis selected
will be that of the nearest arc.

More than 20 years have passed since these techniques were pro-
posed, and they are still currently being used in several solutions,
even commercial ones. Indeed, some applications that require ob-
ject manipulation, such as Unity3D or SketchUp, resort to wid-
gets both for mapping between input devices and corresponding
3D transformations and for restricting DOF manipulation. For in-
teractively translating and scaling virtual objects, Unity3D, a com-
monly used game engine, allows users to do so through virtual han-
dles, as depicted in Figure 5, similar to Conner et al. [CSH∗92].
For rotations, it uses a direct implementation of Arcball [Sho92].
SketchUp, a 3D modelling application, resorts to a handle box for
object scaling, as also shown in Figure 5. It provides quick and ac-
curate modelling, aided by dynamic snapping, input of exact values
for distances, angles and radius. All these solutions allow users to
perform a transformation in a single axis at a time.

Other commercial applications, namely, those for 3D modelling,
often present a different option. Rather than using widgets to re-
strict DOF manipulation, they allow the 3D VE to be presented
through three orthogonal views. Examples of this are 3D Studio
Max or Blender (Figure 6). In this way, each view allows simple

Figure 5: Widgets used in current commercial applications: virtual
handles (left) and Arcball (middle) in Unity3D; handle box (right)
in SketchUp.

Figure 6: Orthogonal viewports in Blender.

2D manipulations along different axes, overcoming mapping is-
sues. However, they require users to have greater spatial perception,
rendering them suitable only for expert users. AutoCAD, which is
more focused on architectural and engineering projects, also fea-
tures these orthogonal viewports and allows for extremely precise
manipulation of the elements within the VE.

3.1. Multi-DOF controllers (non-tracked in 3D)

Several authors and companies have proposed advanced mouse-like
devices allowing multi-DOF mapping on different hand actions on
3D rotation, translation and scaling.

SpaceMouse and other products by 3Dconnexion [3dc17] are
probably the most known examples and are also a commercial suc-
cess, as they are used in CAD applications, visualization and are
compatible with many related desktop application packages. These
devices allow users to manipulate a pressure-sensitive handle to
manipulate 3D models within an application. They allow to pan,
zoom and rotate 3D objects simultaneously without external ac-
tions.

GlobeFish and GlobeMouse [FHSH06] are other experimental
multi-DOF mapping devices. "The GlobeFish consists of a custom
three degrees of freedom trackball which is elastically connected to
a frame. The trackball is accessible from the top and bottom and can
be moved slightly in all spatial directions by applying force. The
GlobeMouse device works in a similar way. Here the trackball is
placed on top of a movable base, which requires to change the grip
on the device to switch between rotating the trackball and moving
the base."

CAT [HGR03] is another experimental 6-DOF freestanding de-
vice. It consists of a round tabletop that can be rotated about its
three axes and features a movable ring around it connected to dy-
namometers that able to check pressure applied in all three direc-
tions. Roly-Poly Mouse [PSR∗15] attempts to combine the advan-
tages of devices such as SpaceMouse for 3D pointing and manip-
ulation tasks with the functions of a standard mouse when a 2D
pointing task has to be performed.
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4. 3D Manipulation on Interactive Surfaces

Beyond the traditional WIMP-based approaches (windows, icons,
menus and pointing devices), several multi-touch solutions to ma-
nipulate 3D objects have been proposed and evaluated over the past
few years. In fact, touch-enabled displays have long been avail-
able, but their increased interest occurred following Jeff Han’s
work [Han05] and his acclaimed TED talk. With these interac-
tive surfaces, new interaction possibilities emerged, allowing re-
searchers to explore more natural user interfaces (NUIs) [WW11].
Efforts have been directed towards attempting to create more di-
rect interactions with virtual content, closer to the ones with phys-
ical objects, which can successfully surpass mouse-based interac-
tions [KAD09]. Touch-enabled surfaces are now present in our ev-
eryday life through smartphones and tablets. Interactive tabletops
are also becoming increasingly more popular. These types of sur-
faces have been used for a variety of purposes, including interact-
ing with 3D virtual content. The manipulation techniques we will
review in this section are summarized in Table 2.

4.1. Direct Touch Manipulations

Since it has been shown that rotation and translation have a par-
allel and interdependent structure in the human mind [WMSB98],
studies initially proposed techniques for controlling several DOFs
simultaneously. Hancock et al. [HCC07] developed techniques
to control 6 DOFs using one, two and three touches. The au-
thors started by extending the Rotate’N Translate (RNT) algo-
rithm [KCST05] to the third dimension. When touching an object,
that object will follow the finger, rotating along all three axes and
translating in two dimensions. Using two touches, the original two-
dimensional RNT is used with the first touch, while the second
touch rotates the object in the remaining axes. The distance be-
tween the two touches changes the depth of the object. The three-
touch approach uses the first contact point for translations in a two-
dimensional plane, the second to yaw and manipulate depth, and
the third to pitch and roll. After evaluating this technique, the au-
thors concluded that a higher number of touches provides both bet-
ter performance and higher user satisfaction. These results suggest
that a close mapping of input and output DOFs is desirable. The au-
thors also defined a set of requirements for multi-touch interfaces,
such as creating a visual and physical link with objects and provid-
ing suitable 3D visual feedback. Later, they improved the proposed
techniques with Sticky Fingers and Opposable Thumb [HtCC09].
This solution is very similar to the three-touch technique, but in this
solution, the third touch is used to rotate the object around the axis
defined by the first two touches (Figure 7).

Considering the de facto standard for 2D manipulations, the
Translate-Rotate-Scale (TRS) or two-point rotation and transla-
tion with scaling [HVW∗06], Reisman et al. [RDH09] proposed
a screen-space formulation that uses several points of contact in a
multi-touch device to manipulate 3D objects in 6 DOFs. Similar
to previous works, rather than supporting scaling transformations,
the distance between contact points is mapped to depth manipula-
tion according to the view vector. The rationale is that the object
appears larger when it is closer to the camera and smaller other-
wise. Their solution keeps the contact points fixed throughout the
interaction, using a constraint solver to move and rotate objects si-

(a) (b)

(c) (d)

Figure 7: Sticky Fingers (a, b, c) and Opposable Thumb (d)
[HtCC09].

multaneously. This solution is similar to Opposable Thumb, but if
the movement of the third finger is not perpendicular to the defined
axis, then that axis is no longer used and the object will rotate to
follow the finger. The main issue of providing an integrated solu-
tion to manipulate different transformations simultaneously is that
unwanted operations arise frequently. To remedy this issue, the sep-
aration of DOF manipulation has been suggested [NBBW09] and
followed in different research works.

Martinet et al. [MCG10a] proposed two techniques to translate
3D objects. The first extends the viewport concept found in many
CAD applications (four viewports, each displaying a different view
of the model). Touching and dragging the object within one of the
viewports translates the object in a plane parallel to that view. Ma-
nipulating the object with a second touch in a different viewport
modifies depth relative to the first touch. For the second method,
denoted as the Z-technique, only one view of the scene is employed.
In this technique, the first touch moves the object in the plane par-
allel to the view, while the backward-forward motion of a second
touch is remapped to control the depth relative to the camera po-
sition, as shown in Figure 8. The authors’ preliminary evaluation
suggests that users prefer the Z-technique.

Improving upon the Z-Technique, Martinet et al. introduced
DS3 [MCG10b], a 3D manipulation technique based on DOF sep-
aration. Similar to the Z-Technique, one touch moves the object in

Figure 8: Changing object’s depth with the Z-Tech-
nique [MCG10a].

submitted to COMPUTER GRAPHICS Forum (4/2018).



8 D. Mendes & F. M. Caputo & A. Giachetti & A. Ferreira & J. Jorge / A Survey on 3D Virtual Object Manipulation

the screen plane, and an indirect touch manipulates object depth.
Two direct touches in the object enable rotations, using a constraint
solver similar to Screen-Space [RDH09]. The authors compared
DS3 with previous works [HtCC09,RDH09], and a user evaluation
revealed that DOF separation led to better results. However, using
a transformation plane parallel to the view plane can occasionally
result in awkward transformations when the view plane is not or-
thogonal to one of the scene axes [MF11a].

Rather than using the number of users’ touches to determine the
type of transformation to apply, Liu et al. [LAFT12] use the move-
ment characteristics of two touches. Two moving touches control 4
DOFs (3 translation and 1 rotation) in a manner similar to Sticky
Fingers. One fixed touch and another moving touch control the re-
maining 2 DOFs. Although outperforming the screen-space and
DS3 approaches and being comparable to Sticky Fingers while re-
quiring less contact points, the authors state that their technique
might not be very suitable for fine-tuning control of object trans-
formations.

4.2. Indirect Interactions through Input Remapping

As we previously presented for mouse-based manipulations, a com-
mon approach for input remapping is the use of virtual widgets.
Schmidt et al. [SSB08] introduced a 3D manipulation approach for
sketch-based interfaces, combining 3D widgets, context-sensitive
suggestions and gestural commands. Users indicate an object to
transform by explicitly selecting it with a tap, and by drawing a
stroke, the system responds by automatically creating translation
and rotation widgets based on the candidate axis nearest to the
stroke. Candidate axes include world and object axes. Initial wid-
gets can be modified using context-sensitive gestures or by drawing
a different axis.

To better understand user gestures for 3D manipulation tasks on
multi-touch devices, Cohé et al. [CH12] conducted a user study and
concluded that physically plausible interactions are favoured, and
there are different strategies to develop an application focusing on
broad usage or ease of use. Based on observations of users interact-
ing with widgets for 3D manipulations, Cohé et al. [CDH11] de-
signed a 3D transformation widget called tBox. This widget allows
the direct and independent control of 9 DOFs (translation, rotation
and scaling along each axis). tBox consists of a wire-frame cube,
which is visible in Figure 9. Users can drag an edge of the cube to
move the object in an axis containing the edge, and rotations are
achieved by dragging one of the cube’s faces.

To create VEs for computer-animated films, Kin et
al. [KMB∗11] designed and developed Eden, a fully func-
tional multi-touch set construction application. Virtual objects
can be translated in a horizontal plane using the usual direct
drag approach and up and down with a second finger, similar to
the Z-technique [MCG10a]. Rotations are performed similar to
the Arcball [Sho92] widget. It also supports both uniform and
one-dimensional scaling transformations.

LTouchIt [MLF11], although using direct manipulation for trans-
lations, also relies on widgets for rotations. Following the DOF
separation, it has a set of interaction techniques that provide direct
control of the object’s position in no more than two simultaneous

Figure 9: The tBox widget [CDH11].

dimensions and rotations around one axis at a time using rotation
handles. The translation plane is perpendicular to one of the scene
axes and is defined by the camera orientation. Using the rotation
handles, the user can select a handle to define a rotation axis and,
with another touch, specify the rotation angle, as exemplified in
Figure 10.

Au et al. [ATF12] use the high input bandwidth of multi-touch
surfaces and delegate the manipulation power of standard trans-
formation widgets to multi-touch gestures. This enables seamless
control of constraint and transformation manipulation using a sin-
gle multi-touch action (Figure 11). Users can select a candidate axis
with two touch points, and transforming the object is performed by
holding and moving two fingers. This approach also supports plane
constraints by using a candidate axis as the plane normal and trans-
formations relative to a pivot point located on another object.

Regarding direct versus indirect interactions, Knoedel et
al. [KH11] investigated the impact of the directness in TRS ma-
nipulation techniques. Their experiments indicated that a direct ap-
proach is better for completion time but that indirect interaction can
improve both efficiency and precision.

Bollensdroff et al. [BHA12] redesigned older techniques for
three-dimensional interactions [Hou92] using multi-touch input.
They developed a cube-shaped widget, the Gimbal Box, which uses
a touch in one of its faces to translate in the plane defined by that
face. To rotate the object, the widget has two variations. One uses

(a) (b) (c)

Figure 10: LTouchIt’s rotation handles [MLF11]: selecting a rota-
tion axis (a) and performing a rotation (b, c).
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Figure 11: Multi-touch gestures for axis-based manipulations: (a)
virtual object; (b) axis selection with two touches; (c)-(e) axis-
constrained translation, rotation and scaling; (f) total set of can-
didate axes (extracted from [ATF12] with permission).

the TRS applied to a cube’s face; alternatively, touching an edge
of the box induces a rotation around an axis parallel to the edge.
The other variation is based on Arcball [Sho92]. Through a con-
trolled study, their techniques were compared to other approaches
that are well known in the literature [HtCC09, RDH09]. They con-
cluded that adapted widgets are superior to other approaches for
multi-touch interactions, supporting DOF separation through the
reduction of simultaneous control to 4 DOFs in a defined visible
2D subspace. Moreover, the authors suggest that "multi-touch is not
the final answer" since "the projection of an object as input space
for interaction can never reproduce precise motions of the object in
3D space".

TouchSketch [WCOM15], an interface for editing the shape of
3D objects, divides object manipulation into three categories: axis
constrained, plane constrained and uniform manipulation. For this
purpose, it resorts to a constraint menu, which allows users to se-
lect a constraint in the menu with the non-dominant hand and use
the dominant hand to apply transformations respecting the selected
constraint. Evaluation results suggest that this technique can out-
perform a single-touch approach based on widgets in terms of effi-
ciency.

4.3. Touching Stereoscopic Tabletops

To improve both three-dimensional visualization and spatial per-
ception, several researchers have explored interactions using
stereoscopic environments. In such environments, since virtual ob-
jects can appear outside the surface, either in front of or behind
the surface, previous touch techniques are not suitable. Directly
touching the surface where the object is projected can disrupt the
illusion and be unnatural, thus the need for different manipulation
techniques. Considering the placement of virtual objects inside the
tabletop in a fish-tank approach, touch solutions suffer from paral-
lax issues [MZB12]. Above the table solutions have already been
explored. Using the Responsive Workbench, one of the first stereo-
scopic tabletop VR devices, Cutler et al. [CFH97] constructed a
system that allows users to manipulate virtual 3D models with both
hands. The authors explored a variety of two-handed 3D tools and
interactive techniques for model manipulation, constrained trans-

Figure 12: The balloon metaphor [BF07]: moving two fingers apart
translates downwards.

formations and transitions between one- and two-handed interac-
tions. However, they resorted to toolboxes to allow the user to tran-
sition between different operations.

Benko et al. [BF07] proposed a balloon metaphor to control
a cursor (Figure 12), which is then used to manipulate three-
dimensional virtual objects on a stereoscopic tabletop. Moving two
fingers closer, the user allows the object to move up, and likewise,
if the user moves the fingers away, the object will translate down-
wards. Later, Daiber et al. [DFK12] created a variation of this tech-
nique by adding a corkscrew metaphor, which can be used with
either both hands or a single hand. With this approach, the user
can use a circular motion in a widget rather than the distance be-
tween fingers to manipulate an object’s height. The authors com-
pared their technique with the previous techniques in both positive
and negative parallax scenarios. Although none of the techniques
was clearly identified as being better, the negative parallax space
was shown to be more difficult to interact with.

Strothoff et al. [SVH11] proposed another approach to select and
manipulate a cursor in stereoscopic tabletops. Using two fingers to
define the base of a triangle, the height of the cursor, placed in the
third vertex, is defined by the distance of the two touches, as exem-
plified in Figure 13b. Using this triangle cursor, users can manipu-
late selected objects in 4 DOFs: translation in three dimensions and
rotations around a vertical axis.

To manipulate virtual objects in the full 9 DOFs,
Toucheo [HBCdlR11] presented a setup with co-located 3D
stereoscopic visualization, allowing people to use widgets on
a multi-touch surface while avoiding occlusions caused by the
hands. The authors combined a two-dimensional TRS interaction

(a) (b)

Figure 13: Object manipulation using: (a) the triangle cur-
sor [SVH11], and (b) Toucheo’s widgets [HBCdlR11].
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on the surface with the balloon metaphor [BF07] and other widgets
that provide both the remaining rotations and independent scaling
along three axes (Figure 13a).

Previous works [BF07, DFK12, SVH11, HBCdlR11] prevent the
vergence-accommodation conflict, which can lead to the loss of the
stereoscopic effect or cause discomfort, by touching below the vir-
tual object in the stereoscopic display. Simeone [Sim16] followed
a different approach based on indirect touch interaction through an
additional multi-touch surface. The author proposed two novel in-
direct manipulation techniques, Indirect4 and Indirect6, one to con-
trol 4 DOFs and the other for 6 DOFs, respectively. The first uses a
touch from the dominant hand to control horizontal translations and
a touch from the non-dominant hand to modify the object’s vertical
position (with vertical motions) and rotation around a vertical axis
(with horizontal motions). The second technique manipulates the
object’s position similarly, but it uses two touches from the non-
dominant hand to perform rotations. If the two fingers move hori-
zontally or vertically, yaw or pitch is enabled, respectively. If they
move in opposite directions, roll is enabled. These techniques were
compared to DS3 [MCG10b] and Triangle Cursor [SVH11]. The
results showed that indirect touch interaction techniques provide a
more comfortable viewing experience while presenting no draw-
backs when switching to indirect touch.

Giesler at al. [GVH14] proposed the Void Shadows technique
for fish tank stereoscopic tabletops. This technique offers control
over 4 DOFs (3 for translation and 1 for rotation) for each object
present in the VE. Each object projects a fake shadow on the zero
parallax plane, and the user is able to touch it directly. Direct trans-
lation from the finger position is applied to the object on the XY
plane controlling 2 translation DOFs, while translation on the Z-
axis is performed with a pinch gesture. The only rotation available
is about the Z-axis and is performed by rotating two or more fin-
gers in contact with the shadow around its centre. This technique
allows all these interactions to be performed simultaneously if the
user wishes to do so.

5. Mid-Air Interactions

Mid-air interaction, e.g. based on a spatial input realized in a phys-
ical 3D context, provides the potential to manipulate objects in
3D with more natural input mappings. This type of interaction is
enabled by tracked handheld devices (or wearable devices) or by
tracking users’ hands with external sensors (e.g. cameras, depth
cameras).

In this way, interactions such as grab, move and rotate objects
can be performed in immersive VEs, similarly to how they are per-
formed with physical objects [RH92] (Figure 14). This Simple Vir-
tual Hand manipulation [BKLJP04] is natural, but it can be chal-
lenging or not effective for some applications due to the limited
range of translation and rotation and lack of precision [BMR12]. In
Table 3 we summarize the techniques surveyed in this section.

5.1. Enabling technologies: handheld devices and hand
trackers

Using inertial sensors, computer vision or magnetic tracking, the
orientation and position of a handheld device can be derived and

Figure 14: Simultaneous translation and rotation with the Simple
Virtual Hand [BKLJP04].

used for controlling virtual objects. Tracked handheld devices are
the current solution proposed by the gaming VR industry with
well-known commercial products such as Nintendo Wii, Playsta-
tion Move [psm17], HTC Vive [htc17], and Oculus Touch [ocu17].
These devices can provide at least 6-DOF tracking capabilities per
controller, with extra DOFs depending on the number of buttons
and control sticks that each controller possesses. In addition to be-
ing more suitable for video games and similar interactive applica-
tions with their button layout resembling those of standard gaming
controllers or television remote controllers, they are also easier to
track when compared to human body parts such as hands, limbs or
heads.

Handheld manipulation devices can also be everyday life items,
such as phones. In [KH10], it is shown that the 3-DOF orientation
sensor of a phone can be effectively applied for controlling the ori-
entation of a 3D virtual object.

Specific handheld devices have been designed for specific inter-
action and manipulation tasks. The Cube Mouse [FP00] is a 6-DOF
tracked object with three rods that can be pulled and twisted, map-
ping other translational and rotational controls. This mouse was de-
signed for specific visualization tasks supporting a bimanual con-
trol for moving and slicing objects.

The advantage in using these types of devices is that they al-
low users to both use a virtual hand paradigm by mapping the 6
DOFs provided by tracking in space position and rotation directly
to a virtual hand in a VE and to map grabbing actions, scaling, and
eventually rotational and translational DOFs to buttons and other
controller devices such as joysticks and touchpads. This avoids the
use of gesture or voice recognition algorithms required by device-
less setups to enable multiple actions.

Furthermore, modern technologies allow for the addition of
some types of haptic feedback on the devices that can be used to
add realism to the interaction. For instance, the Oculus Touch and
HTC Vive controllers can provide haptic feedback through con-
trolled and tunable vibrations, allowing different feedback channels
and potentially freeing space in the virtual scene, avoiding unnec-
essary cluttering.

However, despite the high potential and the choice of these types
of devices by low-cost HMD-based solution developers, the use of
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smart controllers does not solve, per se, the manipulation issues
related to smart mapping of user actions into object transforms,
control of rotation and scaling, out-of-reach objects, and accuracy.

More freedom than holding a device could be achieved using
wearable devices (e.g. gloves [DSD08]). The Color Glove [WP09]
enables precise finger and hand pose tracking. The system uses a
simple RGB camera to capture the coloured areas of the gloves,
being able to reconstruct the user’s entire hand, thereby obtaining
full 6-DOF tracking in real time. Manipulation based on wearable
devices has been tested [CMD∗14]; however, such tests showed
that their use does not solve the usability issues of freehand manip-
ulation, requiring the development of smart metaphors and feed-
back solutions. Furthermore, low-cost hardware solutions are not
yet available.

A different approach in mid-air interaction is based on track-
ing hands without the need for handheld objects, exploiting depth
sensors such as Microsoft Kinect or visible or IR stereo cameras
(e.g. in the LeapMotion sensor). Wang et al. [WPP11] introduced a
new way to track hands and fingers using affordable depth cameras.
Their approach, in addition to pose detection, tracks each hand in
6 DOFs in a non-invasive manner. These tracking solutions allow
hand reconstruction, which can be used to closely mimic physical
interactions. The possibility of tracking fingers opens several pos-
sibilities [BMR12], but the tracking performances are not always
satisfactory.

5.2. Mappings and metaphors

The greatest challenge for mid-air interactions is finding effective
metaphors for mapping user movements in the 3D space to object
movements, possibly exploiting existing motor programs and easy
to perform user actions. Although the Simple Virtual Hand can han-
dle the translation well, even if with some caveat for scaling, accu-
racy and release position, there are not easy solutions for rotation
and scaling. For this reason, a vast amount of research has been
dedicated to proposing effective solutions for motion mapping and
manipulation metaphors.

Hilliges et al. [HIW∗09] presented a technique to seamlessly
switch between interactions on the tabletop and above it. The main
goal of the authors was to create a solution that resembles physical
manipulations, enabling depth-based interactions. Using computer
vision, the user’s hand is tracked in 4 DOFs (3 for translation and 1
for rotation), and the grab gesture can be detected. Shadows of the
user’s hands are projected into the scene, which are used to interact
with virtual objects in three dimensions. After an object is grabbed
by the user’s shadow, the modifications in the corresponding hand
are applied to the object.

Marquardt et al. [MJGJ11] also combined the multi-touch sur-
face and the space above it in a continuous interaction space. Taking
advantage of this space, they leveraged the user’s hands movements
to allow full 6-DOF interaction with digital content. Following this
continuous space, Mockup Builder [ACJ12,ACJH13] offers a semi-
immersive modelling environment in which users can freely ma-
nipulate three-dimensional virtual objects. The authors used Ga-
meTrak devices to follow the positions of users’ hands in 3 DOFs,
which acted as cursors, and adapted TRS to three dimensions to

Figure 15: Rotation with the Air-TRS technique, as implemented
in Mockup Builder [ACJH13].

manipulate objects in mid-air with 7 DOFs (we will refer to this
technique as Air-TRS [MFA∗14]). With one hand users can directly
grab and move an object, while a second hand, after performing a
grab gesture outside the object, allows rotations around the first, as
exemplified in Figure 15. Additionally, the distance between both
hands is used for uniform scaling operations.

Hilliges et al. [HKI∗12] created a setup similar to
Toucheo [HBCdlR11], the HoloDesk. It allows direct inter-
action with 3D graphics using a physical simulation and a depth
camera for hand tracking.

Kim and Park [KP14] proposed a Virtual Handle with a Grab-
bing Metaphor (VHGM). When the user selects an object, the
system generates a bounding sphere around the object. From the
sphere’s centre, a ray with its direction opposite to that of the vir-
tual handle is projected to find the intersecting point on the sphere.
This point serves as the reference frame for the following transfor-
mations (translation and rotation). User evaluation results suggest
that VHGM can lead to better rotation efficiency than a standard
3D cursor.

Mapes and Moshell [MM95] introduced Spindle, a bi-manual
technique to manipulate virtual objects. The point between user’s
hands is used to select the object and acts as the transformation
center. Moving both hands at the same time in the same direction
makes the object to translate, and moving them around the center
rotates the object accordingly. Changing the distance between both
hands scales the object. While Mapes and Moshell [MM95] used
specific gloves as input devices, Bettio et al. [BGG∗07] latter im-
plemented this technique using two tracking cameras, and allowing
a hands-free interaction. The effectiveness of this latter method was
demonstrated with a simple application for model manipulation on
a large stereo display, in which rendering constraints are met by
employing state-of-the-art multiresolution techniques.

Song et al. [SGH∗12] proposed a Handlebar metaphor (Fig-
ure 16), an approach similar to Spindle, using a single depth camera
to track the position of users’ hands in space. Since users’ hands
are only tracked in 3 DOF, rotations around the axis of the line
defined by both hands can be achieved with an isolated swivel
gesture. This technique also allows users to manipulate single ob-
jects or pack multiple objects along the handlebar. More recently,
Cho et al. [CW15] proposed Spindle+Wheel, also based on Spin-
dle [MM95] and similar to the Handlebar [SGH∗12], developed for
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Figure 16: The Handlebar metaphor [SGH∗12] being used to rotate
a virtual object.

semi-immersive environments and resorting to spherical handheld
devices for hand tracking. This approach uses an offset between
users’ hands and virtual cursors, and it is also two handed. Mov-
ing both hands in the same directions translates the object between
them, and moving both hands in different directions rotates the ob-
ject (roll and yaw). Changing the distance between hands performs
scaling operations, and rotating one of the hands rotates around the
main axis of the handheld device (pitch). The main difference from
the Handlebar technique is that Spindle+Wheel offers simultaneous
7-DOF transformations.

Bossavit et al. [BMA∗14] proposed two manipulation tech-
niques: the Crank Handle (CH) and the Grasping Object (GO). The
CH is a one-hand technique that separates translation from rotation
and decomposes rotations in primary axes. These axes are selected
through a crank handle metaphor. The GO technique is another one-
hand manipulation technique. In contrast to the CH, it combines
translation and rotation and does not decompose rotation in the pri-
mary axes. The authors based this technique on the RNT algorithm
and on its 3D extension for 2-DOF inputs and extended it further to
support 3-DOF positional input.

5.3. Mobile-device-based mappings and metaphors

When a tracked object is available, mappings can be enhanced by
the use of objects’ orientations and specific input channels.

Berge et al. [BDR15] proposed a classification for this specific
manipulation technique that uses a common smartphone as a smart
object to interact with a VE. The classification is based on three cat-
egories: around the smartphone (ASP), with the smartphone (WSP)
and on the smartphone (OSP). Whereas the OSP category simply
includes all the mere implementations of touch-based techniques
on the phone screen with the sole difference of the effect of the in-
teraction occurring remotely, the ASP and WSP categories offer a
tool to classify techniques with an emphasis on the role played by
the smartphone in the interaction. In WSP techniques, the smart-
phone is a traditional smart object used directly as a reference by
the system to track the user’s hand movement. Meanwhile, ASP
techniques use the smartphone position as a reference frame for the
dominant hand and its screen to provide visual feedback for the
user.

Issartel et al. [IGIA16] analysed the manipulation of virtual ob-
jects through the use of a mobile device and the way the movement
is mapped between the two. Three categories are presented: abso-
lute position control, relative position control and rate control. The
work offers insights on the benefits and disadvantages of the differ-
ent solutions along with a more in-depth study on the implications
caused by factors such as spatial feedback compliance and allocen-
tric/egocentric design choices.

Speicher et al. [SDGK16] implemented a combined technique
using both a Microsoft Kinect and a mobile phone to manipulate
virtual objects. The Microsoft Kinect was used to track 3 DOFs for
the hand position, while the mobile phone held in the user’s domi-
nant hand was used to track 3 DOFs for the rotation. The interaction
technique was validated with a docking task and with measure-
ments of the task completion time, translation task precision and
rotation task precision. These last two measures were further sub-
divided by taking into account performances on the three different
axes.

Mine et al. converted the desktop application SketchUp into
a virtual reality application: VR SketchUp [MYC14, MYC15].
Their objective was to develop interaction techniques that can run
across a spectrum of displays, ranging from the desktop and head-
mounted displays to large CAVE environments, minimizing energy
while maximizing comfort. For this purpose, they constructed a hy-
brid controller that collocates a touch display and physical buttons
through a 6-DOF tracked smartphone attached to a handheld con-
troller. 3D spatial input was used to achieve a coarse starting step.
Meanwhile, 2D touch was used for precision input, such as con-
trolling widgets, defining constraints and specific values for trans-
formations, and providing numeric or textual input. To manipu-
late objects, the authors presented three alternatives: direct 6-DOF
manipulation, where scaling of the object can be achieved using
bi-manual interaction and DOF constraints, rotational axes, and
special behaviour such as position-only manipulation are specified
using the touchscreen interface; image plane interactions, where
movement of the user’s hand within their field of view is mapped
to screen space interactions; and trackpad interaction, where the
user manipulates objects via a touchpad widget on the touch screen
to emulate mouse interactions within the user’s screen space. Al-
though the authors focused on several types of displays, resorting
to imagery on the smartphone screen may not work well in conjunc-
tion with HMDs. However, some interactions on the touch surface
were designed to not require the user to have to look down at them,
such as menu navigation, which is represented by floating graphical
elements in the VE.

5.4. Out-of-reach issues in immersive VEs

One of the first challenges addressed concerning the manipulation
of objects in immersive VEs was how to extend users’ capabilities
by allowing interactions with objects that are out of reach of users’
hands. The Go-Go immersive interaction technique [PBWI96] uses
the metaphor of interactively growing the user’s arm and nonlinear
mapping for reaching and manipulating distant objects. When the
user’s hand moves above a certain distance, the arm grows accord-
ing to a predefined coefficient. Below that distance, a 1:1 mapping
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Figure 17: The Go-Go (left) and ray-casting (right) techniques to
interact with out-of-reach objects [BH97].

is used. This technique allows for seamless direct manipulation of
both nearby objects and those at a distance.

However, when comparing the Go-Go technique with other ap-
proaches (Figure 17), such as Stretch Go-Go, which improves
on Go-Go by extending the virtual arm until infinity, and ray-
casting, there is no clear winner [BH97]. User evaluation results
showed significant drawbacks in all techniques. From this evalua-
tion, HOMER (hand-centered object manipulation extending ray-
casting) was proposed. It uses ray-casting to select the object, and
after selecting the object, it moves the virtual hand to the object.
The current distance between the user’s body and hand is mapped
to the distance to the virtual object. Therefore, manipulation is per-
formed similarly to the Go-Go technique, but the scaling coefficient
is calculated for each selected object.

A different approach for interacting with out-of-reach objects in
large VEs is the Worlds in Miniature technique [SCP95]. Users can
interact with a miniature of the virtual world to promptly move
around and change their point of view or to manipulate virtual ob-
jects. Focusing on manipulating objects regardless of their scale,
Pierce et al. [PSP99] proposed the Voodoo Dolls technique, which
dynamically creates scaled handheld copies of the objects (dolls)
that can be manipulated rather than the objects themselves. These
dolls are used in pairs, one in each hand, and their effect depends
on whether they are held in the right or left hand: the right hand’s
object is positioned in relation to the left hand’s object. With this
technique, users can work at multiple scales without explicitly re-
sizing objects or the world.

5.5. Solving precision issues

To overcome the lack of precision with object positioning tech-
niques in immersive VEs, Kiyokawa et al. [KTY97] proposed
manipulation aids consisting of discrete placement constraints
(snapping) and collision avoidance mechanisms. Without impos-
ing placement restrictions, Frees et al. [FK05] introduced the
PRISM (precise and rapid interaction through scaled manipulation)
technique. In contrast to techniques such as Go-Go, which scale
up hand movement to allow long-distance manipulation, PRISM
scales the hand movement down to increase precision. Switching
between precise and direct modes occurs according to the current
velocity of the user’s hand, as exemplified in Figure 18. When mov-
ing an object from one general location to another, the user is not
necessarily interested in being precise and moves relatively rapidly.

Figure 18: PRISM technique [FK05]. User moves the hand slowly
to the right and down, while some horizontal movement and almost
all vertical movement are scaled down.

When users are focused on accurately moving an object to very spe-
cific locations, they normally slow their hand movements and focus
more on being precise. PRISM increases the control/display ratio,
which causes the cursor or object to move more slowly than the
user’s hand, thereby reducing the effect of hand instability and cre-
ating an offset between the object and the hand. Using PRISM, the
user is always in complete control of the position of the object be-
ing manipulated (in contrast to gravity and snapping techniques).
User evaluation results show faster performance and higher user
preference for PRISM over a traditional direct approach.

The authors later extended the previous work by adding sup-
port for object rotation, which uses the angular speed of the
hand [FKK07] and which the authors concluded to be confusing
to users. They also presented how their approach can be useful for
faster object selection using a 3D cursor, either for out-of-reach
objects using a smoothed ray-casting approach or for cluttered en-
vironments, such as the Worlds in Miniature approach [SCP95].

Combining PRISM with the ray-casting-based approach
HOMER [BH97], Wilkes et al. proposed Scaled HOMER [WB08],
which uses velocity-based scaling to allow more precise manipula-
tion at both near and far distances. It improved performance over
HOMER in a wide variety of task conditions, primarily in those that
require a high level of precision, object placement at a distance, or
a large movement distance. Following Go-Go and PRISM studies,
Auteri et al. [AGF13] combined both techniques to increase pre-
cision for extended reach 3D manipulation. The solution starts by
applying PRISM to the movement of the user’s hand (base cursor)
directly, which calculates a new cursor position (PRISM cursor)
based on velocity-based scaling. Then, the distance that the PRISM
cursor moved is amplified by the Go-Go distance-based heuristic.
The combination of Go-Go and PRISM provided a number of im-
provements, particularly task completion success and fine-grained
manipulation.

One- and two-handed control techniques for precise positioning
of 3D virtual objects in immersive VEs were proposed by Nori-
taka Osawa [Osa08]. This author proposed a position adjustment
that consists of a scale factor for slowing hand movement, similar
to PRISM [FK05], and a viewpoint adjustment that automatically
approaches the viewpoint to the grabbed point such that the ob-
ject being manipulated appears larger. To control the adjustments,
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two techniques are presented. The first uses only one hand and is
based on its speed on the assumption that the user moves their hand
slowly when they want to precisely manipulate an object. The other
uses the distance between both hands. When the distance between
them is small, the adjustments are activated. Through a user evalu-
ation, the position and viewpoint adjustment methods showed im-
provements for small targets over a base scenario where this adjust-
ments were disabled. Additionally, their results also showed that
the two-handed control technique performed better than the one-
handed technique.

Aguerreche et al. [ADL09] introduced a 3D interaction tech-
nique called 3-Hand Manipulation for multi-user collaborative ma-
nipulation of 3D objects. The 3-Hand Manipulation technique re-
lies on the use of three manipulation points that can be used si-
multaneously by three different hands of two or three users. The
three translation motions of the manipulation points can fully deter-
mine the resulting 6-DOF motion of the manipulated object. When
a hand is close enough to the object to manipulate, ray-casting from
the hand provides an intersection point with the object. This point
is called a manipulation point. A rubber band is drawn between a
hand and its manipulation point to avoid ambiguity concerning its
owner and to display the distance between the hand and the ma-
nipulation point. It is elastic, and its colour varies according to the
distance between the hand and the manipulation point. The authors
indicate that a possible solution for implementing their technique
is to use three point-to-point constraints of a physics engine.

Inspired by the previous work, Nguyen et al. [ND13] proposed a
widget consisting of four manipulation points attached to objects,
called the 3-Point++ tool, which includes three handle points, form-
ing a triangle, and their barycentre. With this widget, users can con-
trol and adjust the position of objects. By moving the manipulation
points, the position and the orientation of the object are controlled.
The barycentre can be used for approximate positioning to control
the object directly without constraints, while the three handle points
are used for precise positioning. For this purpose, the barycentre
has 6 DOFs, while the three handle points have only 3 DOFs. If
one handle point is manipulated, then the object is rotated around
an axis created by the two other handle points. If two handle points
are manipulated at the same time, then the object is rotated around
the third handle point. An evaluation was conducted comparing the
3-Point++ tool with a well-known technique using a 3D cursor to
control an object directly with 6 DOFs. The 3-Point++ technique
had the worst results due to its complexity.

Extending their previous work, Nguyen et al. [NDP14] presented
the 7-Handle manipulation technique. This technique consists of a
triangle-shaped widget with seven points, as depicted in Figure 19.
Three points called first-level handles are the three vertices of the
triangle, which act similarly to the 3-Point++ tool. The second-level
handles are positioned at the midpoints of the three sides of the
triangle and are used to control its two adjacent first-level handles.
The last point, the third-level handle, is positioned at the centroid of
the three first-level handles and can be used as a direct manipulation
tool with 6 DOFs. The results of a user evaluation showed that the
7-Handle technique is only better suited than the traditional direct
6-DOF approach for manipulating large objects (side larger than
1.5 metres).

Figure 19: The 7-Handle tool [NDP14].

5.6. Analyses and comparisons

Several papers present comparisons of different methods with
user experiments, attempting to derive interesting hints and design
guidelines.

In [BIB∗09], the use of 3D input is questioned after a compar-
ison between mid-air manipulation with devices tracked in 6DOF
and mouse-based methods on a placement task. Their experiment
showed that, even with less DOF, the mouse was more efficient than
the other devices. Its accuracy compensated the need to decompose
tasks and it induced lower levels of stress.

Veit et al. [VCB09] studied the influence of the integration and
separation of DOFs in orientation tasks in semi-immersive VEs.
For this purpose, they compared an indirect mid-air technique (IR -
indirect rotation), in which users can grab a virtual manipulator (a
cube) and orient it by rotating the hand, with another where users
manipulate each rotation axis independently in a multi-touch sur-
face (BPCR - bi-manual plane-constrained rotations). Using the IR
technique, users are able to combine three axes of rotation into a
single gesture. With the BCPR technique, a 3-DOF orientation task
can be decomposed into three 1-DOF sub-tasks by manipulating
one axis at a time. User evaluation results showed that participants
were faster with BPCR and revealed that even when using IR, par-
ticipants tended to decompose tasks.

Schultheis et al. [SJT∗12] performed a comparison between
mouse, wand and a two-handed interface for 3D virtual object
and world manipulation through user evaluation, using both mono-
scopic and stereoscopic displays (although no discussion is pro-
vided regarding viewpoint correlation or co-location of users’
hands and virtual imagery). The mouse interface resorted to manip-
ulators (or widgets) for controlling translation and rotation angles
for each axis. The wand behaved as a regular 6-DOF tracked de-
vice, allowing direct manipulation of the selected object. The two-
handed approach is very similar to the Handlebar [SGH∗12]. The
two-handed interface out-performed the mouse and wand, and the
wand out-performed the mouse, albeit requiring appropriate train-
ing. The authors stated that these results suggest that well-designed
many-DOF interfaces have an inherent advantage over 2-DOF in-
put for fundamental 3D tasks.

Vuibert et al. [VSC15] compared the performance of three mid-
air interaction options using either a physical replica of the virtual
object, a wand-like device or the user’s fingers. For this purpose,
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they conducted a user evaluation with a docking task with 6 DOFs.
As a baseline, they resorted to a mechanically constrained input de-
vice, the Phantom Omni. The authors found that the Phantom was
the most accurate device for position and orientation, whereas the
tangible mid-air interactions (wand and object’s replica) were the
fastest. Although the fingers did not outperform the Phantom in ac-
curacy or speed, the difference between these two conditions was
small. Moreover, subjects preferred the wand and fingers, while in-
teraction with the replica was the least favoured.

Mendes et al. performed a comparative study between different
interactions for 3D object manipulations using a setup that com-
bines spatial 6-DOF Hand tracking and a multi-touch stereo table-
top [MFA∗14]. The authors compared a touch approach similar to
Toucheo [HBCdlR11] and four mid-air techniques: 6-DOF Hand, a
direct approach that uses the dominant hand to grab, move and ro-
tate objects and the distance between both hands for scale; 3-DOF
Hand, in which the dominant hand only moves the object, while ro-
tation and scaling are given by the non-dominant hand; Air-TRS, as
used in Mockup Builder [ACJH13]; and the Handlebar [SGH∗12].
User evaluation results suggest that mid-air interactions are better
than touch based, and 6-DOF Hand and Handlebar are both faster
and preferred by participants.

Caputo and Giachetti [CG15] conducted an evaluation and com-
parison of four mid-air manipulation techniques using low-cost
hand tracking sensors. The examined techniques ranging from di-
rect to more indirect metaphors to study the effectiveness of DOF
separation and hybrid solutions for different manipulation actions,
such as translation and rotation. The usability of the methods was
tested in an immersive VR environment with test subjects perform-
ing a simple docking task (Figure 20). The results showed better
performance for all the techniques using a more indirect approach
for rotation actions.

Feng et al. [FCW15] conducted an evaluation similar to Mendes
et al. [MFA∗14], but they used a different setup with held devices.
Rather than co-locating users’ hands with stereoscopic imagery,
they used a fish tank stereoscopic visualization with offset manipu-
lation techniques. Similarities in the results with the previous study
lead to a tentative guideline: if satisfying each individual user’s
preference is of high importance to the interface designer, provide
the user the option of Spindle+Wheel (Handlebar) or Grab-and-
Scale (6-DOF Hand) derived methods; otherwise, use Grab-and-
Scale (6-DOF Hand).

Figure 20: Snapshot of the docking task used to evaluate the tech-
niques from [CG15].

Moehring et al. [MF11b] presented a study that compares finger-
based interaction to controller-based interaction in a CAVE and in a
HMD for exploration of car models. The authors focused on inter-
action tasks within reach of the users’ arms and hands and explored
several feedback methods, including visual, pressure-based tactile
and vibrotactile feedback. The results suggest that controller-based
interaction is often faster and more robust since the button-based
selection provides very clear feedback on the start, stop and sta-
tus of the interaction. However, finger-based interaction is pre-
ferred over controller-based interaction for the assessments of var-
ious functionalities in a car interior, as the abstract character of in-
direct metaphors leads to a loss of realism and therefore impairs
the judgement of the car interior. Grasping feedback is a require-
ment to judge grasp status. It is not sufficient to simply have an
object follow the user’s hand motion once it is grasped. Although
visual feedback alone is mostly sufficient for HMD applications,
tactile feedback significantly improves interaction independent of
the display system. Vibrational feedback is considerably stronger
than pressure-based sensations but can quickly become annoying.

Motivated by the results obtained by DOF separation in mouse-
and touch-based manipulation techniques, Mendes et al. [MRFJ16]
assessed its impact on spatial interactions in IVEs. In this study,
an approach based on virtual handles [CSH∗92] (Figure 21) that
restrict all transformations to a single DOF was evaluated. As base-
line, a Simple Virtual Hand [BKLJP04] and PRISM [FKK07] were
used. The results showed that DOF separation through virtual wid-
gets can lead to error reduction at the cost of increased time for
complex tasks. From this result, a set of developmental guide-
lines was proposed: direct manipulation is well suited for coarse
transformations; translation and rotation operations should be sepa-
rated whenever possible to prevent unwanted transformations; sin-
gle DOF separation is very desirable for precise transformations,

(a) Initial State. (b) Translation.

(c) Rotation.

Figure 21: Widgets technique based on virtual handles to translate
and rotate objects [MRFJ16].
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typically for fine-grain adjustments; and scaled transformations, as
proposed in PRISM, are appealing only for translation, as scaled
rotation confused participants.

6. Discussion

Our analysis is focused on 9-DOF manipulation, including rotation,
translation and scaling. We have seen that a variety of methods have
been presented, each with its own features. Of course, to derive
useful guidelines for design and to understand potential future re-
search efforts, it is necessary to understand the different constraints
of real-world applications in terms of display immersion and the
types and performances of input devices.

6.1. Trends in mouse- and keyboard-based interactions

As shown in Section 3, methods for 3D manipulation in desktop
environments currently appear to be well established. The main ed-
itors and applications for 3D design generally exploit similar tech-
niques and widgets, derived from techniques that are more than
two decades old. Table 1 summarizes the surveyed works in 3D
desktop manipulations. Naturally, and characteristic to desktop en-
vironments, all displayed imagery is screen constrained, and the
tracking space is 2D separated. All allow single DOF control, with
the exception of Two Pointer. While the former became the de-
fault for mouse-based manipulations, the latter became the basis
for multi-touch interactions with two contact points, primarily for
2D manipulations, including the rubber band metaphor for scaling
operations.

6.2. Design guidelines and considerations for desktop 3D
interfaces

Analysing existing mouse- and keyboard-based interfaces to ma-
nipulate 3D virtual objects, the following considerations can be
identified:

• The main challenge in desktop 3D virtual object manipulation
is the mapping of the 2D input to 3D transformations. To over-
come this challenge, either a multiple viewport approach and/or
specific widgets are generally used.

• The multiple viewport approach uses different views of the vir-
tual scene. These are orthogonal projections, and their view vec-
tor is coincident to a scene axis. Consequently, all interactions
can be restricted to a single plane for each viewport, taking ad-
vantage of simpler 2D interactions and a more direct mapping
between input and output.

• Widgets are a common alternative that allows interactions with
unconstrained perspective projections of the 3D virtual environ-
ment. These consist of additional virtual objects that allow users
to explicitly select specific transformations and axes to be ap-
plied onto the desired object.

• Using multi-DOF devices rather than a mouse [BIB∗09] does not
provide measurable advantages and may be recommended only
for specific applications or user categories.

6.3. Trends in touch-based manipulation

The main features of touch-based 3D manipulation interfaces pro-
posed in the literature are summarized in Table 2. From analyzing
this table, we observe that most techniques are conceived for co-
located environments, as expected for multi-touch interfaces. It is
also possible to observe that most perform DOF separation, decou-
pling not only transformations but also DOFs in each transforma-
tion supported. However, few explore scaling operations, and there
are many remappings due to the dimensionality disparity between
input and output.

Although 2D interaction has found easy-to-use de facto stan-
dards for multi-touch devices, adapting these standards to manip-
ulate 3D objects is not trivial in that it requires mapping 2D input
spaces to 3D virtual worlds. However, the devices allow users to di-
rectly touch the objects displayed, providing consistent feedback.

Attempting to create more natural interactions, researchers ini-
tially proposed techniques for controlling several DOFs at the same
time [HtCC09, RDH09]. Nonetheless, reduction in the number of
DOFs simultaneously controlled has been suggested [MCG10a,
MCG10b] and followed by several authors. Thus, techniques that
allow manipulations with many DOFs but with few controlled si-
multaneously and totally separating transformations have been pro-
posed. Similar to mouse-based manipulations, researchers turned to
virtual widgets to clearly and unambiguously select the transforma-
tion and axis [CDH11,MLF11,BHA12]. Indeed, evaluation results
suggest that those improve users’ performance. Even when inter-
acting with stereoscopic imagery above tabletops, the only tech-
nique that allows full 9-DOF manipulations [HBCdlR11] resorts to
widgets.

6.4. Design guidelines and considerations for touch-based
interfaces

As a take-home message from emerging trends and literature com-
parisons, we can derive some useful guidelines and considerations.

• The great advantage of touch-based interfaces is the possibility
to interact with virtual content by directly touching it with ones’
fingertips. This allows for more natural interactions, as physical
manipulation metaphors can be employed, potentially reducing
techniques’ learning curves.

• When considering direct approaches that follow exact mappings,
it has been shown that the numbers of input and output DOFs
should be close. Thus, higher DOF transformations should be
associated with a higher number of contact points.

• The main issue with direct touch approaches for object manip-
ulation is that, when controlling multiple DOFs simultaneously,
unwanted transformations occur. To prevent this, DOF separa-
tion for touch interactions has been suggested. By manipulating
fewer DOFs at each moment, users have increased control over
the outcome, which can also increase the efficiency of the ma-
nipulations.

• DOF separation can consist of both separating different trans-
formations and restricting a transformation to specific axes. For
separating transformations, a common way to achieve this is
by using a different number of touches for each transformation

submitted to COMPUTER GRAPHICS Forum (4/2018).



D. Mendes & F. M. Caputo & A. Giachetti & A. Ferreira & J. Jorge / A Survey on 3D Virtual Object Manipulation 17

(e.g. one finger translates, two fingers rotate). To identify a sin-
gle transformation axis, the vector defined by two fingers can
be used. However, finding an adequate projection of such a 2D
vector to the virtual scene to define a 3D vector might be chal-
lenging.

• To handle the 2D-3D remapping exploiting DOF separation, vir-
tual widgets have been proven to be quite useful. Widgets can
show all the manipulations available for an object or a set of
transformations according to specific axis through user sketch-
ing. They ease the process of remembering how to perform re-
stricted transformations, generally by touching on specific han-
dles.

• When implementing techniques for specific scenarios or devices,
the available interaction space should be taken into account. For
instance, techniques that resort to multiple hands or fingers are
generally better suited for large surfaces, such as tabletops and
wall displays. The limited space of tablets and smartphones can
complicate their usage, and the content can even be occluded
by users’ hands and fingers. In these cases, techniques with less
contact points are better suited.

• When using touch to interact with stereoscopic imagery, differ-
ent challenges arise since directly touching on a displayed object
might disrupt depth’s illusion and/or suffer from parallax issues.
Proposed solutions follow indirect approaches, either by touch-
ing outside the object, typically resorting to some type of widget
to remap users’ actions, or by using separated interaction spaces
through additional touch-enabled surfaces. However, an exhaus-
tive evaluation on which approach is better suited for each type
of scenario (positive and negative parallax) is still lacking.

6.5. Trends in mid-air interface design

Similar to touch-based techniques, we applied our taxonomy to
classify techniques for mid-air manipulation, as reported in Table 3.
From this table, we can conclude that most techniques, although be-
ing developed for several types of displays and tracking solutions,
resort to exact mappings due to the naturality offered by spatial
input. Thus, very few explore transformation separation, and only
partially. Even less support DOF separation within a transformation
type. Again, as in touch-based manipulations, few explore scaling
operations, and those that do only support uniform scaling.

Having an input with higher DOFs as a direct mapping be-
tween input and output, most current mid-air approaches for 3D
virtual object manipulation attempt to mimic physical world inter-
actions [BKLJP04,HIW∗09,ACJH13,SGH∗12,WPP11], having no
separation of transformations. Having realized that human accuracy
is limited, occasionally aggravated by input devices’ resolution, ef-
forts have been conducted to alleviate this issue.

To improve manipulations’ accuracy, authors have already at-
tempted to either scale down hand motions [FK05, FKK07] or
move the viewpoint closer to the object being manipulated [Osa08],
but without regard to DOF separation. Indeed, almost no mid-air
techniques with exact mappings even separate translation and ro-
tation. The only exceptions are Air-TRS [ACJH13] and 3-DOF
Hand [MFA∗14], as transformations are enabled with different
hands, being possible to translate without performing any rotation.

However, they do not allow performing rotations with one hand
without having the other hand being engaged in translations.

Conversely, approaches based on virtual widgets have been
proposed [ND13, NDP14] to limit simultaneous transformations.
However, these techniques do not provide promising results: 3-
Point++ [ND13] performs worse than direct manipulation with 6
DOFs, and 7-Handle [NDP14] is only suited for very large objects.
Other more familiar virtual widgets have recently been explored
for mid-air [MRFJ16], using common reference frames and single
DOF manipulation. This DOF separation leads to an increased ac-
curacy but penalized task times.

Although most techniques consist of translation and rotation,
scaling is often disregarded. Some touch approaches that resort to
widgets allow for single DOF scaling [CDH11, ATF12, WCOM15,
HBCdlR11]. However, in mid-air, techniques that offer scaling ca-
pabilities only perform uniform scaling [SGH∗12,CW15,ACJH13,
MFA∗14].

6.6. Design guidelines and considerations for mid-air
interfaces

From the analysis of design trends and system comparisons, we
derived some useful insights.

• Exact mapping between tracked hand/device and virtual object
has often been followed in mid-air interactions. This is the most
natural approach as it mimics physical interactions, and studies
have shown that it is well suited for coarse transformations.

• A result of exact mappings is that they may require additional
movement of the user, either physical or virtual. When design-
ing interactions for large environments, techniques that explore
scaled mappings might be useful for extending users’ reach.

• Although techniques that move away from direct manipulations
are less natural, they can avoid unwanted side effects of repli-
cating the physical world exactly, and they can provide users
with enhanced abilities that may improve performance and us-
ability [BMR12].

• Orientation control would benefit from smart remapping as the
use of direct mapping on hand/device does not provide good re-
sults in general. Bi-manual solutions (e.g. Handlebar) appear to
be the most natural ones and appeared in several research sys-
tems. However, they have, in general, some drawbacks making
them not suitable for all applications: the necessity of using two
hands, the necessity of splitting large rotations into sub-parts due
to physiological constraints and the large motions performed that
may be fatiguing and causing the "gorilla arm" effect [LaV17].

• Accuracy in mid-air manipulation is still a relevant issue. Find-
ing a familiar manipulation metaphor that provides a satisfactory
level of accuracy is an interesting open challenge for research.

• A possible approach to increase precision is to scale down users’
hand motions. However, it has been shown that it is only ap-
pealing for translations. Scaled rotations generally confuse users,
severely decreasing overall performance.

• DOF separation, achieved, for instance, through virtual widgets,
is common in mouse- and touch-based solutions, and it is now
starting to also be explored in mid-air, showing benefits in spe-
cific conditions. It can provide better accuracy and prevent un-
wanted transformations. However, in complex tasks, it requires
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multiple selections and switching between different types of in-
teraction modes, which might not be efficient and appreciated.
Thus, DOF separation has to be further explored to be a viable
alternative to more common interfaces. Context-specific trade-
offs should be found and adapted to end-user applications.

• Although only translation and rotation are required for position-
ing tasks, scaling is often grouped together with those transfor-
mations in specialized software. However, none of the reviewed
mid-air techniques offer full 9-DOF manipulations, as those that
support scaling only do so uniformly. Techniques to perform free
1, 2 and 3 DOF scaling, existing in mouse- and touch-based in-
terfaces, are worth exploring.

• VR setups are quite diverse in terms of input hardware con-
straints, and manipulation solutions must be adapted to the setup
constraints. We expect that a vast amount of future applications
will be based on emerging low-cost setups (e.g., Oculus Rift,
HTC Vive, Playstation VR) with specific gesture capture sys-
tems and handheld devices, and the adaptability of the presented
techniques to these types of setups will be a key factor of suc-
cess.

• Whereas we can rely on standardized widgets and interaction
habits on traditional displays and touchscreens, there is still a
lack of well-accepted standards in 3D gestural interaction. If an
effective and precise manipulation cannot be attained with natu-
ral mid-air gestures for some environments, it would be helpful
for the emergence of standards in mid-air gestural interfaces to
increase learnability.

• Interface design should be carefully adapted to the type of im-
mersive display used. There are differences between HMDs
and CAVEs or stereoscopic tabletops. A number of interface
issues arise with stereo displays, as stated by Bowman et
al. [BKLJP01]. For instance, because users can see their own
hands in front of the display, they can inadvertently block out
virtual objects that should appear to be closer than their hands.
With HMDs, since users do not see the position and orientation
of their bodies and limbs, solutions must be explored to increase
users’ proprioception [MBJS97].

6.7. Open Challenges

Mouse- and touch- based manipulations already have very mature
research on how to manipulate virtual objects with different levels
of control, with both multiple simultaneous DOF controlled and
single DOF transformations to ease input mapping. For mid-air
however, most techniques still follow direct mappings with a high
number of DOF controlled at the same time, which are only suit-
able for coarse transformations. Further exploration of techniques
to increase precision in mid-air manipulations following DOF sep-
aration could provide interesting contributions.

Besides developing techniques that either offer simultaneous
control of multiple DOF or allow single DOF manipulation, a pos-
sibility for future work could be to explore techniques with ad-
justable DOF control, which could allow users to explicitly define
multiple DOF from different transformations for simultaneously
control. For instance, it could allow the specification of plane-like
constraints, offering translation restricted to 2 DOF in mid-air in-
stead to a single DOF, or using the 2D TRS approach in such plane

allowing 2 DOF translation and 1 DOF rotation at the same time.
This might be a good complement to transformation separation and
single DOF manipulation, usually followed for DOF separation.

Out-of-reach manipulations also offer possibilities for future re-
search. Existing approaches typically scale up user movements,
leading to even more inaccurate manipulations as it amplifies hand
and tracker jitter.

Research on all the relevant factors affecting the virtual manip-
ulation experience in different contexts will also be useful. In this
case, for example, a particular role is played by the spatial abilities
of the user target, as mental rotation ability in particular can have an
impact on the use of manipulation interfaces [BH14]. Additionally,
selection and release strategies can also affect the performance of
manipulations; thus, they need to be addressed when implementing
manipulation techniques.

It is also to be considered that the technical evolution of tracking
and vision technologies will significantly change the performances
of the different methods presented, making them more suitable for
manipulation control and changing the future research priorities.
For example, finger-tracking-based techniques may now have a
limited range of applications due to limitation in low-cost tracking
reliability, but they could be more effective with the evolution of
the related technologies. Low cost VR gloves that are reaching the
market may increase the usability of finger based interfaces. Some
of these devices will also provide haptic feedback features. Addi-
tional feedback cues can improve manipulations in mid-air, and the
effectiveness of their use needs to be evaluated.

Other research efforts will be surely necessary to evaluate ma-
nipulation tools in mixed/augmented reality (AR) applications, that
are expected to be widespread in the future (especially within the
Industry 4.0 framework). Manipulation of virtual objects in real
scenes may require specific design choices that need to be inves-
tigated.

In general, we believe that the availability of constantly im-
proved viewers and hand tracking systems will enhance the search
for new approaches for mid-air manipulations that are easy to learn
and use. The availability of reliable mid-air interfaces is a key factor
to properly take advantage of the ever more common visualizations
that VR and AR can offer, as well as the spatial input often associ-
ated. It could make these technologies really useful for 3D content
creation, and eventually render obsolete the traditional desktop se-
tups and decades-old WIMP interfaces still common in a majority
of fields.

7. Conclusions

This survey shows that a considerable amount of research effort
has been dedicated to the challenge of allowing an easy and precise
solution to 9-DOF rigid manipulation in different types of virtual
environments and that several issues are hidden in this apparently
simple task.

No generic solutions can be derived from the literature analy-
sis, as manipulation methods have been proposed and tested for a
variety of virtual environments, designed for different applications
and with different constraints given by visualization and tracking
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systems. Considering this limitation, we were able to provide an
analysis of research trends and to suggest a few design guidelines
derived from the literature and adapted to different environments
and system constraints. We also pointed out possible future direc-
tions for research on virtual object manipulation.

We believe that the outcomes of this survey can be useful for the
development of effective applications, as a clear threat for the suc-
cess of VR technologies is the lack of usability, and manipulation
is one of the most critical tasks for this [LaV17]. Many VR appli-
cations and projects in the past failed due to unforeseen usability
issues compromising the effectiveness of the interactive systems.

Examining the literature, it must also be noted that experimental
validation is often limited due to the objective difficulty and cost
of setting up carefully designed user tests. For these reasons, ex-
periments and comparisons may occasionally provide apparently
contradictory results, often due to different setups/conditions, low
number of subjects, and many other factors. Standardization of spe-
cific user tests could mitigate this issue and better frame new con-
tributions to the field.
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