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ABSTRACT
In InfoVis design, visualizations make use of pre-attentive features
to highlight visual artifacts and guide users’ perception into rele-
vant information during primitive visual tasks. These are supported
by visual marks such as dots, lines, and areas. However, research as-
sumes our pre-attentive processing only allows us to detect specific
features in charts. We argue that a visualization can be completely
perceived pre-attentively and still convey relevant information. In
this work, by combining cognitive perception and psychophysics,
we executed a user study with six primitive visual tasks to verify
if they could be performed pre-attentively. The tasks were to find:
horizontal and vertical positions, length and slope of lines, size of ar-
eas, and color luminance intensity. Users were presented with very
simple visualizations, with one encoded value at a time, allowing us
to assess the accuracy and response time. Our results showed that
horizontal position identification is the most accurate and fastest
task to do, and the color luminance intensity identification task is
the worst. We believe our study is the first step into a fresh field
called Incidental Visualizations, where visualizations are meant to
be seen at-a-glance, and with little effort.

CCS CONCEPTS
•Human-centered computing→ Information visualization;
Visualization theory, concepts andparadigms;Empirical stud-
ies in visualization.
KEYWORDS
incidental visualizations, pre-attentive, primitive visual tasks, user
study, cognitive perception, psychophysics

ACM Reference Format:
João Moreira, Daniel Mendes, and Daniel Gonçalves. 2020. Incidental Visu-
alizations: Pre-Attentive Primitive Visual Tasks. In International Conference
on Advanced Visual Interfaces (AVI ’20), September 28-October 2, 2020, Salerno,
Italy. ACM, New York, NY, USA, 9 pages. https://doi.org/10.1145/3399715.
3399841

1 INTRODUCTION
With the growth of data surrounding us daily, Information Visu-
alization (InfoVis) may play a crucial role in allowing us to under-
stand relevant information in a timely fashion. The massification
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of information appliances coexisting with us raises the need for vi-
sualizations that allow users to understand information at a glance,
during their daily activities. One way to make specific elements
of visualizations easily noticeable is by manipulating pre-attentive
features, which can be seen without conscious attention. These
features (called channels) apply to marks (dots, lines, or areas) , and
they vary depending on the chosen mark. By making use of these
features, users can spot features at-a-glance, for example, one red
circle next to many blue circles will be seen pre-attentively because
it will pop out from its neighbors. However, visualization designers
assume our pre-attentive processing cannot be used to perceive
both these features and information.

Most visualizations make use of users’ conscious focus, whether
because they require them to interact or because the information
is too complex. When visualization displays are not the primary
focus, the topic shifts to peripheral displays (which originated in
ubiquitous computing). These can show visualizations, but some-
times a peripheral display is just an LED, since their goal is just
to convey information through the users’ sight periphery. Then,
ambient displays came to be (inheriting from peripheral displays),
to display information related to its physical surroundings. Finally,
ambient information displays (inheriting from ambient displays)
were created, to display visualizations that continuously send envi-
ronment information to users. However, they are still designed to
be seen attentively, even though they demand less focus on users.

We take the first step towards an emerging design: Incidental
Visualizations. Unlike traditional visualizations, these will be dis-
played temporarily, designed to be seen at a glance, and without
stealing the users’ primary focus. We argue that these visualizations
are the next step towards seamless cooperation between users and
information visualization, resulting in augmented perception. For
instance, let us suppose we are at our house, and we are leaving
the kitchen. Before exiting, we flip the light switch to turn off the
lights. As soon as we starting flipping the switch, an incidental visu-
alization is showed to convey information on the kitchen’s energy
consumption while comparing it with the rest of the house. If seen
at a glance, it won’t hinder the user. If all is well, it can be mostly
ignored. In the case when relevant new information is displayed, it
can be used for decision-making.

The rest of the document starts with a summary of the most
relevant topics: InfoVis (the current best practices at visualization
design), Cognitive Perception (different techniques to measure our
perception), and Psychophysic (visual stimulus, and its effect on
humans). We end it with a brief discussion of how all topics come
together to end up as a baseline for our work. Then, we present our
user study, where we measured how accurately users can perceive
information pre-attentively, and how fast they react after each
perception. We tested five channels: position (horizontally and
vertically, using the dots), length (lines), tilt (lines), size (area), and
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luminance (area). The key contributions of this paper are: which
primitive visual tasks allow higher accuracies and lower response
times, and a set of design guidelines for future visualizations to be
seen pre-attentively.

2 RELATEDWORK
Before moving into our experimental design, we present several
explicit approaches to test visualizations’ utility, which usually de-
pends on the research community [33]. These usually coexist alone,
but it is possible to combine different techniques [23, 40]. Then, we
will explain the current best practices to create visualizations.

2.1 Information Visualization
In the InfoVis community, to measure visualizations’ effectiveness
users are requested to execute several search tasks, which can be the
identification, or manipulation, of several visual artifacts. Search
tasks are easier if they make use of pre-attentive features such as
shape, angle, size, and texture. Searching for these features takes
almost constant reaction time, regardless of the total number of
visual artifacts [31]. However, when several pre-attentive features
are placed simultaneously, the results get worse, because they in-
terfere with each other. The only well-known exception is hue and
brightness combined [2]. At first, these studies were made without
data. Eventually, pre-attentive features were applied in visualiza-
tions to see if they could help users explore several regions of data
[15, 16].

Studies on information visualization deeply explore pre-attentive
graph perception, to convey information quickly. There are four
well-known models: feature integration theory, texton theory, simi-
larity theory, and guided search theory. Anne Treisman was one
of the first researchers to work on pre-attentive processing. She
worked in feature integration theory, which is the most simple to
understand. It relates to how we can find and/or manipulate several
visual artifacts. Texton theory focuses on the statistical analysis of
texture patterns, which is more high-level than Treisman’s theory.
Then, similarity theory [26] states that search time does not depend
on pre-attentive features, but at how easy it is to find one target
from its distracters, and the number of information item required.
Finally, guided search theory was introduced by [39], who hypothe-
sized that we look at a visualization both top-down and bottom-up
analysis, to create different layers of every feature.

2.2 Perception and Psychophysics
In the perception community, instead of analyzing pre-attentive
features, studies tackle the overall performance of different visual-
ization by looking at how much attention they demand from users.
There are two ways of doing that: formally, and informally [6].
Using the informal approach, users just need to find the differences
between several instances of the same chart, since only the data
changes. Using the formal approach, several metrics are chosen
to measure the effectiveness of visualizations, while users execute
visual tasks on them. Accuracy is the simplest metric to assess a
graph’s utility. In early studies, accuracy was measured by looking
at how users could read information from charts, to justify their
use against tables [8, 9, 12]. Later, studies focused on measuring
users’ accuracy at estimating values, or answer semantic questions

[1, 4, 11, 22, 28]. The third approach to measure accuracy is by
asking users to detect differences between charts, with no changes
in data [24]. Following accuracy, the next main metric to assess
a chart’s utility is response time. While accuracy focuses on how
well users understand the information in a chart, response time
focuses on how fast users react to that information. Cognitive load
is usually associated with the response time. The longer it takes
for users to react to a visualization, the higher the cognitive load it
conveys. Both accuracy and response time can be joined to measure
a chart’s effectiveness [3, 18].

In the psychophysics community, studies to assess data visualiza-
tion focus on measuring if users can detect a particular stimulus and
its effect size. The most common methods are the method of con-
stant stimuli and the method of adjustment. In the latter, users are
asked to change the stimulus until they stop receiving it [17]. In the
former method, stimulus changes randomly to reduce continuity
effects [34], allowing users to receive each one unbiased. Although
most statistical graphs came from psychophysics and cognitive
psychology [19, 27, 30], these metrics are not usually found in the
InfoVis community, showing us a gap between psychophysics and
InfoVis.

2.3 Non-Quantified Metrics
Besides quantified metrics, there are two methods that can help as-
sess a chart’s utility: thinking aloud, and eye-tracking. Eye-tracking
gives an insight into how users look at visualizations, particularly
at the main spatial location of visual focus, which is difficult for
them to communicate. Additionally, it helps to measure how much
time they gaze at a visualization [13, 14, 20]. Although eye-tracking
alone does not help understand how users perceive visualizations,
it can be used alongside accuracy and response time.

Thinking aloud can help to understand the cognitive process as
users perceive charts. We measure this metric by asking users to
talk as their thoughts flow. This is useful to quantity users’ insight
and reasoning during visual tasks’ execution [21].

2.4 Good Practices for Chart Design
Our human visual system quickly processes high amounts of infor-
mation. In graph design, we make use of this system by applying
gestalt principles of visual perception: proximity, similarity, com-
mon region, common fate, continuity, and closure [37, 38]. Every
principle tackles different ways our perception has to relate to cog-
nitive artifacts. Proximity happens when we put several cognitive
artifacts close together. Similarity happens when cognitive artifacts
are similar. The common region happens when several cognitive
artifacts are inside well-defined boundaries. Common fate happens
when several cognitive artifacts are changing the same way. Conti-
nuity happens when several cognitive artifacts form a continuous
line. Finally, closure happens when we recognize several cognitive
artifacts from a complex image. Every principle allows users to
relate information, if needed, in short periods.

Another good practice is to free humans’ working memory. It
is limited, so it limits cognitive perception. In chart design, it is
advised to reduce the number of categorical insights a visualization
imposes because it becomes impossible to map many categories
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while trying to understand the information conveyed. Addition-
ally, the way humans’ memory stores information differs from the
chart’s representation. When users see a representation, what stays
longer in memory is not the details but the overall semantics [25].
This phenomenon is called change blindness.

From psychophysics research [4, 6, 19, 24], a rank of primitive
visual tasks was created for accuracy and quantitative evaluations.
Frommost accurate, to least: position, length, direction, angle, slope,
area, volume, density, curvature, shading, color luminance, color
hue, and shape. Since not everything can be encoded using just one
primitive visual task, the rule is trying to use the most accurate
ones. If information can be encoded using a more accurate task,
then it is preferable for the overall visualization.

Last, is to create an aesthetic chart. Aesthetics has proved to sig-
nificantly affect how users read data [35]. This contradicts Tufte’s
guidelines, which suggest the removal of everything that is not
conveying relevant information [32]. For example, redundant in-
formation may be conveyed, or aesthetic visual artifacts may be
placed, if they trigger gestalt principles to help relate information
semantically.

2.5 Discussion
As seen, there are already well-defined strategies to measure a
chart’s utility, and several guidelines to make them as useful as
possible. Regarding testing methods, we just tackled explicit testing
methods; these assess users’ perception of quality based on their
cognitive processes. Implicit testing methods ask users what is
their overall semantic understanding of a chart. Users are required
high-level insights into what they perceive, which is important
in the endgame scenario where we want to implement incidental
visualizations. But, we are still taking the first steps at this topic,
which is why we did not approach them in our study.

Different communities try to assess chart utility with their own
techniques, but it is always related to accuracy. In InfoVis, accu-
racy is measured in search tasks; how well can users find targets
shown in several charts? In perception, accuracy is measured by
comparing charts with their corresponding tables, to see if they ease
information comprehension. In psychophysics, accuracy is mea-
sured by analyzing how users react to different stimulus intensities.
Although each community is different, they try to discover ways to
improve users’ ability to perceive information, as fast as possible.
But there is a gap in research; each community assumes informa-
tion is always seen attentively. Their research wants to improve
how our perception is guided to find information as quickly as
possible. However, we believe it possible to understand information
pre-attentively, we just do not know how much.

Besides validating charts, there are well-defined guidelines to cre-
ate them. Applying gestalt principles helps users to quickly relate
information and freeing our working memory free added cogni-
tive load during perception. Then, following chart utility studies,
there is a well-defined accuracy rank of different primitive visual
tasks. Finally, it is important to make a visualization aesthetic, even
though a few researchers are against cognitive artifacts that do not
convey useful information. Again, these guidelines also assume in-
formation is seen attentively. The accuracy rank, for example, was
created measuring accuracy and response time without limiting

the time every cognitive artifact was available. With our study, we
contribute with new guidelines to create charts, so that primitive
visual tasks can be executed pre-attentively.

3 USER STUDY
We conducted a user study to test how primitive visual tasks can
be executed pre-attentively, that is, without conscious focus. This
quantitative value has been debated, but it was defined recently
as less than 500ms [36]. In our case, the threshold was 100ms, to
make sure users perceived every visualization within their pre-
attentive phase. We tested six primitive visual tasks supported by
three well-knownmarks, and varied their channels: dots (horizontal
and vertical positions), lines (length and tilt), and areas (size and
color luminance).

3.1 Method
To gather our data, we designed our user study to be conducted
online, through a customweb page, to to make it easier for people to
participate. It allowed participants to execute six tests, each for one
primitive visual task. The tests were designed to be independent
of each other, to avoid data loss in case some fault happened. In
particular, each participant’s input was registered individually.

The chosen metrics came from attention mediated testing: ac-
curacy and response time. Accuracy was measured to calculate
how far each user’s guess was from each encoded value. It was
the only metric showing us if users could execute these primitive
visual tasks pre-attentively because each encoded value was shown
during 100ms. Response time was measured to understand the cog-
nitive load induced by each perception. Then, we used the method
of constant stimuli from psychophysics to create several distinct
execution orders.

To measure accuracy in worse case scenarios, instead of asking
users to estimate values, we asked them to guess in which range
each value was presented. We varied the number of ranges by
creating three distinct phases: two in the first phase, three in the
second, and four in the third. We called these ranges categories, by
naming them, thus facilitating users’ comprehension. For example,
in the horizontal position test, the categories for the first phase
were: left, and right. The encoded values were not random since we
wanted to use the Latin Square algorithm to generate several orders.
However, we chose them so they never ended up in borders between
categories. The actual line size depended on the users’ displays and
window sizes. For the sake of this example, let’s assume a 400 pixel-
wide line. In the third phase, having four categories (ranges) means
that the total space is divided into four bins. The first includes the
values between 0 and 99, the second from 100 to 199, and so on. So,
the chosen values must never be 100, 200, or 300. What we did was
divide each bin into three sub-bins, and we chose the middle points
between borders as values. Overall, we end up with 12 points, three
for each category (3*4=12). These values are maintained between
phases, so we can apply credible statistics tests with the final data.
The points are represented in figure 1, and the same logic applies
for every other primitive visual task.

Response time was measured by pressing a keyboard key. At
each test’s phase beginning, the web page explained its procedure,
including which keys corresponded to which categories. Keys were
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(a) With the boundaries of the first phase.

(b) With the boundaries of the second phase.

(c) With the boundaries of the third phase.

Figure 1: All points shown for the horizontal position test.

chosen to match each primitive visual task. For example, in the
horizontal position test, the key “1” represents the category “Left”,
which was left to the key “2” that represented the category “Right”,
during the first phase.

To use the method of constant stimuli, we had to create different
orderings for each phase, visual task, and user. We used the Latin
Square algorithm to generate a matrix where each row represented
a specific order. Since we encoded 12 values in each phase, each row
had 12 values. Rows for each user were chosen randomly because
the tests were executed online. This matrix was used across each
phase in each primitive visual task because the values were always
the same (only the visual encoding changes).

Finally, in each task, we measured each answer as if users’ per-
ception was linear, which is not. For example, the way we perceive
color luminance is different from the way we percieve position.
However, this ensured we tested each task equally.

3.2 Primitive Visual Tasks
Before starting each test, users were presented with instructions.
The logic was always the same: three phases, each presenting 12
values, one at a time. If users remained confused after reading the
instructions, they could choose the sandboxmode, which was imple-
mented to allow users to try each test, to decrease error occurrence
in real testing. Besides, no values were registered in this mode.

Horizontal Position. The primitive visual task in this test was
to find a point’s horizontal position. Each dot was displayed in
red color on a horizontal line (Figure 2). Its position varied along
the line across 12 locations. In the first phase, users could choose
between left, and right. Then, in the second phase, they could
choose between left, middle, and right. Finally, in the third phase,
they could choose between left, middle left, middle right, and right.

Vertical Position. The primitive visual task in this test was to
find a point’s vertical position. Each dot was displayed in red color
on a vertical line (same as the horizontal encoding, but vertical).
Its position varied along the line by 12 locations. In the first phase,
users could choose between top and bottom. Then, in the second
phase, users could choose between top, middle, and bottom. Finally,
in the third phase, users could choose between top, middle top,
middle bottom, and bottom.

Figure 2: Example of an encoded value for the horizontal
primitive visual task.

Figure 3: Example of an encoded value for the length primi-
tive visual task.

Line Length. The primitive visual task in this test was to find
a line’s length. Each line was displayed in red color and had one
of 12 pre-chosen lengths. The center of the line always originated
from the same position, thus avoiding confusing users (Figure 3).
In the first phase, users could choose between the categories large
and small. It was necessary to explain what large meant. If the
line occupied more than half of the total space, then it was large;
otherwise, it was small. The total space borders were shown using
two vertical black lines, one on each side. In the second phase, users
could choose between the categories large, medium, and small. In
the third phase, users could choose between the categories large,
medium-large, medium-small, and small. With three categories, the
total space was divided into three equal parts (four equal parts with
four categories).

Line Tilt. The primitive visual task in this test was to find a
line’s tilt. Each line was red with one of 12 tilts (Figure 4). The
angle of each line ranged from zero to 90 degrees. The x and y
axes were rendered as straight lines. In the first phase, users could
choose between the options: left and bottom. The categories were
related to the slope of the line, whether it was closer to the y-axis
or the x-axis, respectively. In the second phase, users could choose
between left, middle, and bottom. In the third phase, users could
choose between left, middle left, middle right, and bottom.

Area Size. The primitive visual task in this test was to find a
square’s area size. Each square was presented in red as one of 12
area sizes (Figure 5). In the first phase, users could choose between
the categories large, and small. As with line length tasks, we had to
explain each category. The area is large if it occupies more than half
available total space, which is shown as a transparent square with
a black outline around the red square. In the second phase, users
could choose between the categories large, medium, and small. In

Figure 4: Example of an encoded value for the tilt primitive
visual task.



Incidental Visualizations: Pre-Attentive Primitive Visual Tasks AVI ’20, September 28-October 2, 2020, Salerno, Italy

Figure 5: Example of an encoded value for the size primitive
visual task.

the third phase, users could choose between the categories large,
medium-large, medium-small, and small.

Color Luminance. The primitive task in this test was to find
a square’s red hue luminance. Each square had one of 12 different
luminance values (Figure 6). In the first phase, users could choose
between the categories high, and low. Luminance was high if it
was in the left half of the color spectrum. The approach for the
other categories is the same as with line length and square area. In
the second phase, users could choose between the categories high,
medium, and low. In the third phase, users could choose between
the categories high, medium-high, medium-low, and low.

3.3 Prototype
We created a web page to deploy our user study. The first thing users
saw when they entered the web page was a short presentation of
the study and its purpose. The web page was created using HTML,
JavaScript, and D3.js (https://d3js.org/). In each phase, users were
presented with instructions, from where they could start the test in
normal mode, or sandbox mode. The latter allowed users to execute
every test without registering any data. Finally, in each phase, users
were permanently shown their keys and respective categories.

Figure 6: Example of an encoded value for the color lumi-
nance primitive visual task.

Under 12 18-24 25-34 45-54 55-64
V. Position 2 12 4 4 1
H. Position 1 11 4 4 1
Length 2 11 5 3 2
Tilt 3 12 4 4 1
Size 2 12 4 3 2
Luminance 4 9 4 4 1

Table 1: Users’ age distribution per primitive visual tasks.

3.4 Users
We gathered 24 users and asked them to execute all six tests (one
per primitive visual task). However, not all tests were performed
by all of them, mainly because they felt they were getting tired.
We decided not to discard results because the information was still
valid, and our statistic tests could still be applied. Besides, since
each primary task was executed by all users, or by a subset of them,
our study design remained within-subjects. Since we designed each
test to be independent, its data was saved, regardless of the tests’
completion. We ended up with 21 users for the vertical position test,
22 users for the color luminance test, 24 for the line tilt test, and 23
users for the: horizontal position, line length, and area size tests.
Users’ age was between ‘Under 12’ and ‘55-64’, and their gender
was: male or female. A summary can be found in tables 1 and 2.

3.5 Data Analysis
As mentioned before, we ended with six different datasets, one per
test. First, we executed a statistical analysis on each one of them to
assess how primitive visual tasks evolved between phases, and then
we compared the best phases between each other. Our study design
was a within-subjects. We studied one independent variable (the
phase), which had three levels (1, 2, and 3). The dependent variable
was response time (continuous) and accuracy (nominal or ordinal).

We studied accuracy in two ways, each aiming at different in-
sights. In each phase of each test, there were always boundaries
separating each category. Of the 12 values, a few were closer to the
boundaries than the others. Closer values were more difficult to
separate between categories.

In the nominal approach, we just considered answers to be right
(1) or wrong (0), while in the ordinal approach, we considered an-
swers to be right (1), or wrong ([0,1[). For the ordinal approach, we
created a function to calculate accuracy, depending on the current
phase. For example, in the first phase (two categories) of the hor-
izontal position primitive visual tasks, six values were presented

Female Male Other
V. Position 9 12 0
H. Position 9 14 0
Length 9 14 0
Tilt 9 15 0
Size 8 15 1
Luminance 9 13 0

Table 2: Users’ gender distribution per primitive visual
tasks.



AVI ’20, September 28-October 2, 2020, Salerno, Italy Moreira, et al.

Figure 7: Nominal accuracy in the several primitive visual
tasks.

in the left category, and six values in the right category. If a value
appeared on the left side, but the user answered it was on the right
side, the function calculated the distance between the value pre-
sented and the closest boundary of the chosen category. In this case,
if the value presented was the nearest, the accuracy value would
be 5/6 because there are six values on the left side. In summary, the
possible accuracy values in the first phase were: 0, 1/6, 2/6, 3/6, 4/6,
and 5/6. Then, in the second phase (three categories, each with four
values in each), the possible accuracy values were: 0, 1/4, 2/4, and
3/4. Finally, in the third phase (four categories, each with 3 values
in each) they were: 0, 1/3, and 2/3.

4 RESULTS
Response time was a continuous variable, but since normality could
not be assumed according to the Shapiro-Wilk test, we used Fried-
man’s non-parametric test. For nominal accuracy, we used the
Cochran’s Q test. For ordinal accuracy, we also used the Friedman’s
test.

4.1 Nominal Accuracy
In each test, Cochran’s Q test [7] was run to assess if the percentage
of users answering correctly was different between the phases. The
sample size was adequate to use the 𝑋 2-distribution approxima-
tion [29]. Pairwise comparisons were performed using Dunn’s [10]
procedure with a Bonferroni correction for multiple comparisons.
Adjusted p-values are presented:

Vertical Position. Accuracy was statistically significantly dif-
ferent between the three phases (Table 3); it decreased significantly
between phases 1, and 3 (p = .008) (Figure 7). Therefore, choosing
between two categories works best when finding vertical positions.

Horizontal Position. Accuracy was not statistically signifi-
cantly different between the three phases (Table 3) (Figure 7). Thus,
choosing between two, three, or four categories is similarly accurate
when finding horizontal positions.

Line Length. Accuracy was statistically significantly different
between the three phases (Table 3); it decreased significantly from
phases 1 and 2 (p < .0005), and phases 1 and 3 (p < .0005) (Figure
7). So, choosing between two categories works best when finding
length.

Null Hypothesis
The distributions of phases 1, 2, and 3 are the same.

Test
Cochran’s Q Test

Task Statistic Significance Decision
Vertical 9.816 .007 Reject
Horizontal 3.108 .221 Retain
Length 22.917 <.0005 Reject
Tilt .339 .844 Retain
Size 10.263 .006 Reject
Luminance 4.617 .099 Retain
Table 3: Nominal accuracy hypothesis tests summary.

Line Tilt. Accuracy was not statistically significantly different
between the three phases (Table 3) (Figure 7). Therefore choosing
between two, three, or four categories is similarly accurate when
finding tilt.

Area Size. Accuracy was statistically significantly different be-
tween the three phases (Table 3); it decreased significantly from
phases 1 and 3 (p = .004) (Figure 7). Thus, choosing between two
categories works best when finding size.

Color Luminance. Accuracy was not statistically significantly
different between the three phases (Table 3) (Figure 7). So, choosing
between two, three, or four categories is similarly accurate when
finding color luminance.

Between Primitive Visual Tasks. In every test, the first phase
was always the best one (Figure 7). Accuracy was statistically sig-
nificantly different between every test, 𝑋 2 (5) = 27.904, 𝑝 < .0005.
The Color Luminance test was the only one showing significant
differences; with Horizontal Position (p < .0005), Vertical Position
(p = .001), Line Length (p = .010), and Area Size (p = .004). Therefore
with two categories, every task is similarly accurate, except finding
color luminance.

4.2 Ordinal Accuracy
For each task, a Friedman test was run to assess if there were
differences in accuracy between phases. Pairwise (Wilcoxon) com-
parisons were performed with a Bonferroni correction for multiple
comparisons:

Vertical Position.Accuracywas statistically significantly differ-
ent between the three phases (Table 4). However, Post hoc analysis
showed no statistically significant differences between each pair
of phases. Thus, choosing between two, three, or four categories is
similarly accurate to find a dot’s vertical position.

Horizontal Position. Accuracy was not statistically signifi-
cantly different between the three phases (Table 4). So, choosing
between two, three, or four categories is similarly accurate to find
a dot’s horizontal position.

Line Length. Accuracy was statistically significantly different
between the three phases (Table 4). Post hoc analysis showed sta-
tistically significant differences between phases 1 and 2 (p = .037),
1 and 3 (p = .029). Therefore, choosing between two categories is
more accurate to find a line’s length.
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Figure 8: Ordinal accuracy in the several primitive visual
tasks.

Line Tilt. Accuracy was not statistically significantly different
between the three phases (Table 4). Thus, choosing between two,
three, or four categories is similarly accurate to find a line’s length.

Area Size. Accuracy was statistically significantly different be-
tween the three phases (Table 4). However, Post hoc analysis showed
no statistically significant differences between each pair of phases.
So, choosing between two, three, or four categories is similarly
accurate to find an area’s size.

Color Luminance. Accuracy was not statistically significantly
different between the three phases (Table 4). Therefore, choosing
between two, three, or four categories is similarly accurate to find
a area’s color luminance.

Between Tasks. In each task, the median in each phase was
always 1.000, so, to compare them between each other, we choose
each first phase. Accuracy was statistically significantly different
between every tasks 𝑋 2 (2) = 30.588, 𝑝 < .0005. However, Post hoc
analysis showed no statistically significant differences between each
pair of tasks. Thus, choosing between tasks is similarly accurate
(means for every test, per task, in figure 8).

4.3 Response Time
For each task, a Friedman’s test was run to decide if there were dif-
ferences in the accuracy between the phases. Pairwise (Wilcoxon)

Null Hypothesis
The distributions of phases 1, 2, and 3 are the same.

Test
Friedman’s Two-Way Analysis of Variance by Ranks

Task Statistic Significance Decision
Vertical 11.149 .004 Reject
Horizontal 3.863 .145 Retain
Length 20.759 < .0005 Reject
Tilt .882 .644 Retain
Size 13.348 .001 Reject
Luminance 5.269 .072 Retain
Table 4: Ordinal accuracy hypothesis tests summary.

Null Hypothesis
The distributions of phases 1, 2, and 3 are the same.

Test
Friedman’s Two-Way Analysis of Variance by Ranks

Task Statistic Significance Decision
Vertical 421.537 < .0005 Reject
Horizontal 458.000 < .0005 Reject
Length 436.000 < .0005 Reject
Tilt 432.170 < .0005 Reject
Size 444.000 < .0005 Reject
Luminance 378.594 < .0005 Reject

Table 5: Response time tests’ summary.

comparisons were performed with a Bonferroni correction for mul-
tiple comparisons.

Between Tasks. The results across every test were similar; re-
sponse time always increased significantly with every phase; p-
values were always less than .0005 (Table 5). The lower response
times always happened during each first phase (Figure 9) (Ta-
ble 6); this means that choosing between two categories in-
duces less cognitive load, in all tasks. When we compared be-
tween tasks, response time was statistically significantly different
𝑋 2 (5) = 957.592, 𝑝 < .0005 (Figures 9). Post hoc analysis showed
statistically significant differences between each pair of tasks; p-
values were always less than .0005, except between the line length
and vertical position tests. This means that finding a dot’s hor-
izontal position induces less cognitive load than the other
tasks.

5 DISCUSSION
Our goal was to assess how accurate visualizations can be appre-
hended pre-attentively, and how much cognitive load they entail.
We tested six primitive visual tasks, each in three phases (two, three,
and four categories). Our method used the guided search theory,
which states that each visual feature has several layers (categories).
Accuracy was higher when users chose between two categories,
which means they can pre-attentively see values if they only have
to guess between two alternatives.

To measure accuracy, we used explicit testing with direct obser-
vation because users had to estimate each value’s category, and
with the method of constant stimuli from psychophysics to avoid
biasing users with their given orders. Besides, unlike most studies,
values were shown isolated, with no distractors because our goal is

Task Phase 1 Phase 2 Phase 3
Vertical .574s .620s .741s
Horizontal .505s .530s .601s
Length .593s .677s .783s
Tilt .536s .572s .665
Size .598s .645s .778s
Luminance .651s .717s .759s
Table 6: Mean response times for every task, per phase.
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Figure 9: Response time in the several primitive visual tasks.

not making visual features pop-out, but to make each perception
pre-attentive.

With a nominal accuracy (right or wrong) analysis, we concluded
that finding horizontal positions is the most accurate primitive vi-
sual task and that finding color luminance intensities is the least
accurate. These results are in line with earlier psychophysics stud-
ies’ ranks (accuracy and difficulty) [4, 5, 19], of different perceptual
evaluations. In them, the position task was on the first and second
ranks, and color luminance in the sixth rank. However, these ranks
are valid for comparisons and quantitative evaluations during our
attentive phase of visualizations with over one encoded value at a
time.

With an ordinal accuracy analysis, results showed that we can
pre-attentively execute each of our six tested primitive visual tasks.
We got no significant differences between tasks, which means they
are as accurate. This happened because we measured accuracy ac-
cording to each answer’s difficulty. The majority of wrong answers
were given when values got encoded near borders. Although this
does not change the percentage of wrong answers, it still shows that
these primitive visual tasks can still be executed pre-attentively. So,
one key design solution to present values is to have in account the
number of ranges chosen. If users are requested to guess between
four categories, then the visualization should only present four
values, each in the middle of its corresponding bin. For example,
with four categories, where the values vary between 0 and 400, the
set of values would be 50, 150, 250, and 350.

In the end, we measured the cognitive load by analyzing the
mean response time for each task. Results were as with the nominal
accuracy: the best phase in every task was the first one, the fastest
primitive visual task was finding horizontal positions, and the slow-
est was finding color luminance intensities. However, this time
our results were significantly different between each pair of tasks,
which means we could create a rank for every task. So, combining
both accuracy and response time, we may conclude that finding hor-
izontal positions is indeed the most accurate pre-attentive primitive
visual task.

6 DESIGN IMPLICATIONS
If designers want visualizations to be perceived pre-attentively,
they should choose specific primitive visual tasks. Overall, the
visualizations we tested proved to be accurate without demanding
too much cognitive load. Here are the most important guidelines:

• visualizations should encode values using horizontal position
variations, if designers want to achieve faster response times,
and higher perception accuracy;

• the number of values a visualization should encode, depends
on the number of bins created in it, and users can accurately
perceive values up to four bins.

• differentiating between different luminances and lengths is
not advised in pre-attentive visualizations.

7 CONCLUSION
Incidental visualizations are within our grasp; our study allowed
us to understand which primitive visual tasks are more accurate
and faster to execute. Finding horizontal positions in visualizations
proved to be the best primitive visual task, and color luminance
identification the worst one. We hope that our guidelines can aid
researchers and developers to create and further investigate new
visualizations. For future work, we think it is important to explore
each primitive visual task individually to assess the limits of users’
perception. In particular, how many bins (categories) can users dif-
ferentiate, until their perceptions stop being pre-attentive? Maybe
the key to incidental visualizations is to understand the best dis-
cretization for each primitive primary task.
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